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# **RBFN Models (Results)**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 98.4% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 9 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 60% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 4 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 59.8% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 5 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 6 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 40.2% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 7 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 8 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 56% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 60% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used /Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 58.6% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 57% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 57% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 58.6% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used /Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 58.8% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 58.2% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 58.2% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 58.2% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 60% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 57.8% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 56.6% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 58.2% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 58.8% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 56.4% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 98.4% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1 /Unnormalized Data** | **Accuracy** | 58.6% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 11.2% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used /Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used /Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used /Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 98.8% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 40% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 91.4% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Not Used/Unnormalized Data** | **Accuracy** | 57.8% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

# **The Best RBFN Model**

In this section, mention the best model (that has the greatest accuracy) of your previous tried models.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | MSE | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **# Epochs** | **Input layer** | | **Hidden layer** | | **Stopping Criteria** | **Output layer** | |
| 500 | # Neurons | 20 | # Hidden neurons | 3 | Number of Epochs | # Neurons | 1 |
|  |  | |  |  | **Bias Used = 1/Unnormalized Data** | **Accuracy** | 100% |

# **Conclusion**

As the number of clusters increase, accuracy decrease and biased towards class0 which is the normal class.

Also, Bias using increase the accuracy and lead in some cases to 100% accuracy.

The stopping criteria doesn’t have a big effect on the accuracy, as it increases with both stopping criteria.