Ковальский Евгений

Лабораторная работа №1

Пример 2

#include <math.h>

#include <stdio.h>

#include <stdlib.h>

#include "headers/mpi.h"

int **main**(int argc, char\* argv[])

{

double x[100], TotalSum, ProcSum = 0.0;

int ProcRank, ProcNum, N=100;

MPI\_Status Status;

*//* *инициализация*

MPI\_Init(&argc,*&argv*);

MPI\_Comm\_size(MPI\_COMM\_WORLD,*&ProcNum*);

MPI\_Comm\_rank(MPI\_COMM\_WORLD,*&ProcRank*);

*//* *подготовка* *данных*

*if* ( ProcRank == 0 )

*for*(int i = 0; i < 100; i++){

x[i] = (i+42)\*(i+451);

}

*//* *рассылка* *данных* *на* *все* *процессы*

MPI\_Bcast(*x*, N, MPI\_DOUBLE, 0, MPI\_COMM\_WORLD);

*//* *вычисление* *частичной* *суммы* *на* *каждом* *из* *процессов*

*//* *на* *каждом* *процессе* *суммируются* *элементы* *вектора* *x* *от* *i1* *до* *i2*

int k = N / ProcNum;

int i1 = k \* ProcRank;

int i2 = k \* (ProcRank + 1);

*if* ( ProcRank == ProcNum-1 )

i2 = N;

*for* ( int i = i1; i < i2; i++ )

ProcSum = ProcSum + x[i];

*//* *сборка* *частичных* *сумм* *на* *процессе* *с* *рангом* *0*

*if* ( ProcRank == 0 )

{

TotalSum = ProcSum;

*for* ( int i=1; i < ProcNum; i++ )

{

MPI\_Recv(*&ProcSum*, 1, MPI\_DOUBLE, MPI\_ANY\_SOURCE, 0, MPI\_COMM\_WORLD,

*&Status*);

TotalSum = TotalSum + ProcSum;

}

} *else* *//* *все* *процессы* *отсылают* *свои* *частичные* *суммы*

MPI\_Send(&ProcSum, 1, MPI\_DOUBLE, 0, 0, MPI\_COMM\_WORLD);

*//* *вывод* *результата*

*if* ( ProcRank == 0 )

printf("\nTotal Sum = %10.2f",TotalSum);

MPI\_Finalize();

}

Результат выполнения примера:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAP0AAACFCAYAAACQRP5QAAAACXBIWXMAAA7EAAAOwwHaapjcAAASaElEQVR4nO2dbWwcx3nH/3skFcfxi/yWNIxs2TzLMEmhRdAiqqyiPqoloy9iXlgBtBToi4qg5h3rUEErVUq/FI0iN4ZU9O6IFgWBRK5ktbKAhkwamWx0Z9cyw7aw0YSkChN3rSqasRu/NLblWCbvtjOzu3d7e3u3exQp2Zr/D6Zud2fmmdnZ+c/zzBy5bu7o3GgODDyK3bt3Y/GDRZimiZaWZrSPbcRz3Vk8PNGFbPdZPJl7El9rfwxvXH4TD4/HcOKev8OjAwPw52H80fFeLHzj6zj+X0Hn8vir+PQ//Sn2Hs8D9+3CkT9vxfd2fRvPVuVrtIxT11eBv9mFbz8HT16iO/euX4/Li4Vr3YwV4exD4+pz6ws9dfM1S5EXCkUUlgpYWlpSFyMRAyia4r8izIL4LBbxty+PYOe9O9E1/jsqT6FQEBNELbOmShdF7Tz1zuXxK5j/1B/gyWO/okq/9Ne7kfXN12gZef4s/uLgp/HEnx3Dk78vz1/FDw7+sZ2X6I4c22btgbwqtHYW8bsPFdF+u3PFwPkfR/DPzxpY8Mv/cAGP/KaJO+3z1+ciyDwfwYv/68lYtD6C7qdZ5S0WlFCUyEV+Q4jfFJPfDy/8EONdZ/Cztxdwi3EzZl6fwT9uOY1HX0hgcXGxjvFn8cRXng15LiabxSX87Ok/wRNP1LOznDI2+afw9a88VbcjiJ7IMSyFf5Vqw2e/WMTv3W/pZmmxnLLh1wvY0BZBeiRSIfzPfnFJ5BcHIu+SfW3tvUV86V4DhSea8JLbvB2wBN2P8vRLQvCLogUysypgRkQNJr71k8fxrf94HI+s70ciGsfg5GP4ZMtdeOy2P8Q/nHp6hWZIGWUsCc9s1okcVqIMIdVYnv5qiR548T9N/NZ64OfPRPDUeevar/UW8OU2cXBTAb/9IErX0V7EF9abwsECb/x7E/7qeXHtLuCRXQU8KCaQL2w38OKoy7gt+qD7UZ5eruVHRkZQLFii//y2z+N059OqsOkIS/xzsuOESv/ud76D58+9sELdILy2qL9QbETAyylDSDWWo7uKg2jGwF/OyINynS8JMT90TxEy2l97qyHaY6jrv3pfAR9I9/5WBCefM63o/TXgRz820fYbovw9JjYWm/ATx5AdCgTdT/Nta9dibHS04uIzzzwT2PY777gjxB2G4WX8/TdeFp93CJurWYaQaiKRCNa0GNe2EZeb8MK/mLhBHL7/c0O0x7r8Tl6s818RB28bePMusTS4S+Y1MPPTJnz/l1b+d24W+d+38ncudKrPNS1NdatTnn5ycqW8NiFkOZz1u/ij2nl889vMYKZuXc0h20QIuU6g6AnRDIqeEM2g6AnRDIqeEM2g6AnRjFCi/9ymh7D2trUNG/+/t97Cv05NNlyOELJ6hBL9/gMHcV9bW908hv37DQuvven8pQsuvf0mdny598paSAhZUUKJfu2tt6D9gTb3bw7W5MH77clBTAKTU/92JW0jhKwCoUTfFDHwPxdfx/dfyMGImOoHTSYi4qdnYxs+9cmbcenSeyrvjZ+4Ed+bvKCO7725ntUExs0kul1X8sNdiMazPvl6MWr0IFXL0riJJAZh9KRK50NzHluJcZi9oyIPrHonyvnL9QxhriuKeNbbtjyGS9drtyWWziEz4IqIqurwI4Z0LoNSsfwwuqJxeHvh6uF/j6qPu6tz+z+zMHU4fR2ufofruY/r9kssjVxmG8749lmQ3UpCiV6G7obRhP/+xbswmk00rSkg0lJEk/hZWiqICKD6r3qa1oT5yyVHTE6DMzA3eB9iCqMTSfQmxJH/KMBQdAITGEI6llK2UoeGMZQ5gIQ4sYqIhz4UxfCelKpH1puPJjGeSKH2eCm3TQ20kTROiYFSqy3WYMxh0IiWOlwKxRyHfT8+D1Q9yAHkBg0YqfK1tLCfDRrHgdQTVj38+zvVY9j3tVy7V1a/5Hrv47pk44gG/olAOLuhRL9UsOL6u+78GN547x38YvGSuHbZ9QfBhh35W//esPZ9tHx8CXg3EsZ8qcE9Xe3iAfWKrkxVzFRKxAf87yS2YxtwZg8OYQQjO2Kic7Kqg45OCG+fjiEln0biAAZyR2Fky+XOHB3GtqE0YqngGT8bP4oJ8XCl+bhfW8QgGlGDsXKGTfV0oT03UpqMPC1HesQajBUTj2j76ogpPPX6+5rVzz5eMbsNfWU3+9oreK/4HpqFp29as4Qmw3nNkPrbWyF9ayq68bZLaG4SE8K7tzTW4uwpnMlnrJkKIhwfmrPCMHl9xO/BxmBpPiuEewZC9eJKVolY3bw6B3YMdWPiqOcVQtNiYsiZGEmfaiw89WvLxg1omxj1CamyOJ9rw9CONMaFt5HRcXfGxIAMSQ+1Y1vbBI7WfDaWFxEhDLq77cFuey0rSp0oCaAi9FbhLkrLk1J9ctRXlJdZHTF46zpUo799qGkzIK1soCL0tvJo3scbyzbKyyfv8lMcD+cwMGA1qpSvllZc7WpI9O/jElpuWFLhfVNLQYi/7OkdwUseuH2d+nz1tTcaMV+HLOJHc8g5ntwhtgNilYM96pK4WeHtS1mylqgPpAER2GOPz4NP9Qyi1xQddKp+eBZLD6E7fwaHsv5tibVHa5adnsurtvUY5ytDQfEQkJ/DdN37bkN0rksMJllAPGi1pjOs8olx5OxIxht6p2NRUR88oWdCiUJ6vWgK9iDIIT3tpLvrEvj1dxX1bAbV55iQUZgQTLTCFWvcx20YEHNDl1hTZ1X5WuNT5Nsgolc5+8j9qqSznPXTSmW7GhJ988cX0dwiBb+kfppbLNGbnm39trX3qc9XsRzR5zEnn1K2p7wGk6RGkcuVPbnECe2t8yxOCWefEaFN3F6spUYnkEwOqNk2Cz/EkmKwF6Yq400TnSpncHUsZ3zXMsDTluz5HLBhGbfatgEbVctrkceZU3ZqrF1MXm2WV3GSJ0at0uqhd5fKzPmZUuVdXs9eAvWWGuCqS+LT3w3ZRFB9NtNzyCeTQlzTlRGXtn2cx/Aee6zV6jMn36FUyc5EcgjtMTuf165sV77s+BoSfcvHFlVY39wsf8Rxs/Wqjoq315hyD2BJvcOuYaTnbsvhaNYvMYVR6bkTcXsDJoEDIiZsQwZmxUt5XXsCqjOi1iRSi9QhDA9lMJ4Y9CS4NxkD2qIGbvVehHv5ATX0XLiXMqGXdRNVa1rlTZIQ16UnkqHySFhjAXj7e5VQG1RxtUlnmm2ucJh9LO+tToCzbLvhRC9u9oMPfonP3SE8eMREJFIQP0X1c/myfG1Hee2uXjQo30bb8MsGyyGIpWnXmt65FfcmRaJXhNzer16s9WFjD1mEQ3uGRRiVFBNIjRnch4q22DNyMpfGdKk99lpVhq5ZPwsyDJsQ3sPEOCrXwemNccS97c+eh1jBlTcnHeRa1wlh1aQJubvhU51VvtQ38luPbuGV6rwtOXBTqK7NxurLxqPoEiVGSu5K1z5uwzYnNFd11duTCGlXtqstWZoEQolevnPrgfs/g3s+s7b0CzpGRBYtKjff3LIGn7jpJuvV0/J12sWC9RrtQNwhtPSsRv2NI9cmxfnebuTPHPJEPTLEzyPTmOrVgNozvA2ZWq/xD2iL+ppQLPCm5VdKFWFP3v6aUGJ9nZJ0b/qkxBJmWq7bxAIp6RSRE5lfhc63G67IRtmxIpWMvJifwES+nN9bn1XeqcuKZOr2Us0NVG+b/GyGrK8ibJZe1lWRln2cR27DiIp6rOqN+uVD2bWXsUmrXaFEPz39UzQ11RaxfM9YxIioV2kXXQ9kZrrea3tEQ4w6t5PyrOmtOyltUsR7/DtDeoxyS/3q8K9XlYuHbJunLc6GSaUN2Bs5csfDXir4tdkOb6vxaUONvPGomCz9LHjra6Quq4DPppAnb02bIevz7t0E1H9993G9cedO8+bzK+fpO5eeQon+a4ONuMBVRjR+Wcuc1SCoLfUE8VHhWvc3+3jF7Ta0kUcI+ehD0ROiGRQ9IZpB0ROiGRQ9IZpB0ROiGRQ9IZpB0ROiGRQ9IZqhRH/rrbde63YQQq4S9PSEaAZFT4hmUPSEaAZFT4hmUPSEaEZz8Xb5tsF6L7sghFxP0NMTohkUPSGaQdETohkUPSGaQdETohkUPSGaQdETohkUPSGaQdETohkUPSGaQdETohkUPSGa8aERfefgCaT7Wq2TqSOI7Ru9tg0i5DpFid7oHMTxdB9aq5IXcDq+C8kZsyrFj97Hs+ifj2NnsvG/2ptJ7kQsaYt/XcPFYRidSBxPo891Ewunl9eWa0npWSycRnxXCjOu//W39x6991cv3TB6cTizF5sQrqzfxCuf796ygar2BaUHsdr2iYUSvTmTxE6pOFyZcK8VzoDdPBkXE8dHp91e1H0c7MPFqSm03u1JsyeDi0e6EButHuhB6dsP7wXsNCvvQQyetSZ0b/855ycGc6VxoAR3txBaVwqz6FDp6cMXShNDUHoQq22flAkd3ld70ikxhvZjVMy0FaH5pjSyfU6WSm9RMVO7yl85UawT1V+8MFu37etOdmGfLQij93Fk+ueVt5jdfhiZLfM4fXefur+pI0eAvdIrNhbpXCkdiYPogxjY59ZhU39l2vbdolOFd97nI+gw6aP7Yig9idmzmFzow+atHeLehKg7tmJz6xROpqz+M80ZpE5Ooa9/KzrFtVlsx5ZNsi8czyrSv3kam9P9GOwcQ2q2fnpQ/8koZDXtk0pCid7PkyqhH08gJ0MsOzSvFyXI/FvOCU+zz3pAagJwyl+h8E1zFOem9gqdZvA4umoO/Lps6sM64QmPbMkIO/1igMUxf1BMFFFclXeMSO97UOlWTELRw5Vptigm53cjmy3Ft6UJKSi9Gs8kGV1XvbTLzWOhdR3k7c9u3yImwIs4N1tuq7McVP0TDUgP6r/Vtk8qaI68ORecy+MJJLOpk5jq68fWDiHaEJ0uJ4Z9rvOxc1PY218ze8NITzYmvbcQflZEsg1vBoo14rEx8bl+QfxzEvJWE+Lo7vUdCBpV3vWy22bYdafjqZWIo345WtG37iRiMasXVaSSPowLIloaC0j3RlMy1N8k2zZmXxg7hykR2WzZLvpxtLzMaBXRWPle5pHrSOCEEtuCmhQhJ8Ww6UGstn1SIlx4Lz2B7PSKiznML7SGnml9NwuFzZXEHN0n1qxlEWZPrLfC9xWtxadeEWnsiy1/bSkFqtar++u1VAz0Y2PlUyXUfqg5aTYg3fV8ZMS1tyJUttq/P75ePB97wpS2jpzGwl6XpFr7kE7Lcl3lfQB384LSg1ht+6REONG7Qr3y+JEh4gLmc7WLOTieQ3oyZ3lgramX0+RgyoN4s4pEZldZ9Vfq6bdvESVbNyGd6XNdtc6nxJJjv9Jy0AQbPAFbey/wDfvdm7nqnsTz6Zs6p6IEQz5/GWAfcZVT0Z9YUqjnH5QewGrbJxWEE73a+EmjP9GBUVu0Toh4zCWo3PwCWjdbmz+VA71yDalEInf0VtjTu+nYullEJ5M4O2ttTF24CPTZ8auKOlaw/iv19BWbbKjcZLT60d6z6E+gc8y61pHoF/0/qfq/tKdRI92xWUvwXlT9arPfihzkhHByqq/CvlyOtIollGUrKN22W5ocKzdxV8o+CUco0avd3F1HsC7j2pn38WKzqW/i9OZ02WPZ62rleY9sKa+37fDxbtvTV38zIEJzmTHkutx/6VDZvrFjp9Gftu3KQRcX5wfD3P2Hg7H9caw/7upb7/3VSS9NsoI+EcKX44my+Kq+A++qfLZV9j3PJii94ftbYfukTJXovV7HIYw3k5NDcmcMSb80e73tJlk6r10uDN7QNGye0Z3Ogatt8puI0uHy23Ql+PVVvb4NSg/z7Go995WoP0w7VsI+CceH5tdwCSFXB4qeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRDIqeEM2g6AnRjP8HcdBIATQRjuEAAAAASUVORK5CYII=)

Задание - Вариант 0.

Реализуйте функцию ring, которая создаёт N процессов и посылает сообщение первому процессу, который посылает сообщение второму, второй - третьему, и так далее. Наконец, процесс N посылает сообщение обратно процессу 1. После того, как сообщение обежало вокруг кольца M раз, все процессы заканчивают работу.

**Задание.** Модифицировать программу, написанную на Л.Р. №1, так чтобы она работала на основе коллективной передачи сообщений. **Результаты работы сравнить и занести в отчет.**

Код программы:

*//--------------------Подключаемые библиотеки--------------------//*

#include <headers/mpi.h>

#include <iostream>

#include <chrono>

*using* *namespace* std;

int **main**(int argc, char\* argv[])

{

*//--------------------Иициализация--------------------//*

int procNum, procRank, recv;

int m=5;*//кол-во* *итераций*

MPI\_Init(&argc, *&argv*);

MPI\_Comm\_size(MPI\_COMM\_WORLD, *&procNum*);

MPI\_Comm\_rank(MPI\_COMM\_WORLD, *&procRank*);

*auto* start = std::chrono::steady\_clock::now();

*//--------------------Запуск* *цикла--------------------//*

*if* (procRank == 0) {

recv = 0;

cout << "Num of processors: " << procNum << endl;

cout << "Main process with rank: " << procRank << endl;

cout << "Start broadcasting" << endl;

MPI\_Bcast(*&recv*, 1, MPI\_INT, procRank, MPI\_COMM\_WORLD);

}

*//--------------------Главный* *цикл--------------------//*

*while*(*true*)

{

*//Вычисляем* *значение* *root,* *из* *которого* *будем* *получать* *сообщение*

int fromProc = (procNum+procRank-1) % procNum;

cout << "Processor " << procRank << " recv the message from root " << fromProc << endl;

*//Получаем* *сообщение*

MPI\_Bcast(*&recv*, 1, MPI\_INT, fromProc, MPI\_COMM\_WORLD);

cout << "Processor " << procRank << " recv the message " << recv << endl;

*//Увеличиваем* *значение* *счётчика* *на* *1*

int nextCount = recv + 1;

cout << "Processor " << procRank << " send the message " << nextCount << endl;

*//Потом* *отправляем* *сообщение*

MPI\_Bcast(*&nextCount*, 1, MPI\_INT, procRank, MPI\_COMM\_WORLD);

*//Проверяем* *завершение* *цикла,* *m* *кол-во* *итераций,* *а* *(recv-1)/procNum* *текующая* *итерация*

*if*((recv-1)/procNum == m-1){

*break*;

}

}

*//--------------------Завершение* *работы* *MPI--------------------//*

MPI\_Finalize();

*auto* end = std::chrono::steady\_clock::now();

std::chrono::duration<double> elapsed\_seconds = end-start;

std::cout << "elapsed time: " << elapsed\_seconds.count() << "s\n";

*return* 0;

}

Вывод программы (4 процесса):

Processor 3 recv the message from root 2

Processor 1 recv the message from root 0

Processor 2 recv the message from root 1

Num of processors: 4

Main process with rank: 0

Start broadcasting

Processor 0 recv the message from root 3

Processor 1 recv the message 0

Processor 1 send the message 1

Processor 1 recv the message from root 0

Processor 2 recv the message 1

Processor 2 send the message 2

Processor 2 recv the message from root 1

Processor 3 recv the message 2

Processor 3 send the message 3

Processor 3 recv the message from root 2

Processor 0 recv the message 3

Processor 0 send the message 4

Processor 0 recv the message from root 3

Processor 1 recv the message 4

Processor 1 send the message 5

Processor 1 recv the message from root 0

Processor 2 recv the message 5

Processor 2 send the message 6

Processor 2 recv the message from root 1

Processor 3 recv the message 6

Processor 3 send the message 7

Processor 3 recv the message from root 2

Processor 0 recv the message 7

Processor 0 send the message 8

Processor 0 recv the message from root 3

Processor 1 recv the message 8

Processor 1 send the message 9

Processor 1 recv the message from root 0

Processor 2 recv the message 9

Processor 2 send the message 10

Processor 3 recv the message 10

Processor 2 recv the message from root 1

Processor 3 send the message 11

Processor 0 recv the message 11

Processor 3 recv the message from root 2

Processor 0 send the message 12

Processor 1 recv the message 12

Processor 0 recv the message from root 3

Processor 1 send the message 13

Processor 2 recv the message 13

Processor 1 recv the message from root 0

Processor 2 send the message 14

Processor 3 recv the message 14

Processor 2 recv the message from root 1

Processor 3 send the message 15

Processor 0 recv the message 15

Processor 3 recv the message from root 2

Processor 0 send the message 16

Processor 1 recv the message 16

Processor 0 recv the message from root 3

Processor 1 send the message 17

Processor 2 recv the message 17

Processor 1 recv the message from root 0

Processor 2 send the message 18

Processor 3 recv the message 18

Processor 3 send the message 19

Processor 0 recv the message 19

Processor 0 send the message 20

Processor 1 recv the message 20

Processor 1 send the message 21

Код программы из 1 лабораторной работы:

*//--------------------Подключаемые* *библиотеки--------------------//*

#include <headers/mpi.h>

#include <iostream>

#include <cstring>

*using* *namespace* std;

int **main**(int argc, char\* argv[]) {

*//--------------------Иициализация--------------------//*

int procNum, procRank, recv;

int m = 2;*//количество* *итераций*

MPI\_Status Status;

MPI\_Init(&argc, *&argv*);

MPI\_Comm\_size(MPI\_COMM\_WORLD, &*procNum*);

MPI\_Comm\_rank(MPI\_COMM\_WORLD, &*procRank*);

*//--------------------Главные* *процесс--------------------//*

*if* (procRank == 0) {

printf(" Num of processors: %3d", procNum);

printf("\n Main process with rank: %3d", procRank);

int id = 0;

printf("\n Send message to process: %3d", 1);

*//отправляем* *сообщение* *"0"* *процессу* *1*

MPI\_Send(&id, 1, MPI\_INT, 1, 0, MPI\_COMM\_WORLD);

}

*//--------------------Остальные* *процессы--------------------//*

*else* {

*for*(int i = 0; i < m; i++) {

printf("\n Process %3d receiving message... ", procRank);

printf("\n Current time is: %3d", MPI\_Wtime());

*//процесс* *ождидает* *сообщение* *из* *любого* *источника*

*//первый* *попавшийся* *процесс* *перехватит* *управление*

MPI\_Recv(*&recv*, 1, MPI\_INT, MPI\_ANY\_SOURCE,

MPI\_ANY\_TAG, MPI\_COMM\_WORLD, *&Status*);

printf("\n Process recieved massage: %3d", recv);

printf("\n Current time is: %3d", MPI\_Wtime());

*//recv+1* *станет* *отправляемым* *сообщением*

++recv;

*//последний* *процесс* *в* *цепочке*

*if*(procRank == procNum-1) {

*if*(m != i+1){

*//отправляет* *сообщение* *recv* *процессу* *с* *рангом* *на* *1* *больше* *своего*

printf("\n Process sending massage: %3d", recv);

printf("\n Current time is: %3d", MPI\_Wtime());

MPI\_Send(&recv, 1, MPI\_INT, 1, 0, MPI\_COMM\_WORLD);

}

}

*//любой* *другой* *процесс*

*else* {

*//отправляет* *сообщение* *recv* *процессу* *с* *рангом* *на* *1* *больше* *своего*

printf("\n Process %3d sending massage: %3d", recv);

printf("\n Current time is: %3d", MPI\_Wtime());

MPI\_Send(&recv, 1, MPI\_INT, procRank+1, 0, MPI\_COMM\_WORLD);

}

}

}

*//--------------------Завершение* *работы* *MPI--------------------//*

MPI\_Finalize();

*return* 0;

*}*

Замеры времени программы из 2 лабораторной (4 процесса, cout выключен):

elapsed time: 0.0035891s

elapsed time: 0.0035889s

elapsed time: 0.0035796s

elapsed time: 0.003748s

Замеры времени программы из 1 лабораторной (4 процесса, printf выключен):

elapsed time: 0.0246935s

elapsed time: 0.0482143s

elapsed time: 0.0379965s

elapsed time: 0.0315231s

Большой-большой Постскриптум

Изначально была попытка реализовать MPI\_Bcast для кольцевого обмена всех потоков кроме основного. Однако по какой-то причине после первой итерации обмена данными между процессами получаемое ими число начинает дублироваться, что приводит к некорректной работе программы (см. вывод). Либо в программе где-то находится очень незаметная ошибка (которую я за 3 с лишним часа так и не смог обнаружить), либо это связано с тем, что MPI\_Bcast обязан работать со всеми процессами одновременно и в реализации что-то ломается, когда один из процессов не получает сообщения. Решением во втором случае будет изменение группы процессоров, которые будут выполнять MPI\_Bcast.

Код программы:

*//--------------------Подключаемые* *библиотеки--------------------//*

#include <headers/mpi.h>

#include <iostream>

#include <cstring>

*using* *namespace* std;

int **main**(int argc, char\* argv[]) {

*//--------------------Иициализация--------------------//*

int procNum, procRank, recv;

int m = 3;*//кол-во* *итераций*

MPI\_Status status;

MPI\_Init(&argc, *&argv*);

MPI\_Comm\_size(MPI\_COMM\_WORLD, *&procNum*);

MPI\_Comm\_rank(MPI\_COMM\_WORLD, *&procRank*);

*//--------------------Главный* *процесс--------------------//*

*if* (procRank == 0) {

cout << "Num of processors: " << procNum << endl;

cout << "Main process with rank: " << procRank << endl;

cout << "Send rank of cycle start processor to all processors" << endl;

int firstCount = 1;

*//MPI\_Send(&firstCount,* *1,* *MPI\_INT,* *1,* *0,* *MPI\_COMM\_WORLD);*

MPI\_Bcast(&*firstCount*, 1, MPI\_INT, procRank, MPI\_COMM\_WORLD);

}

*//--------------------Остальные* *процессы--------------------//*

*else* {

*if*(procRank == 1){

cout << "Take first" << endl;

*//MPI\_Recv(&recv,* *1,* *MPI\_INT,* *MPI\_ANY\_SOURCE,* *0,* *MPI\_COMM\_WORLD,* *&status);*

MPI\_Bcast(&*recv*, 1, MPI\_INT, 0, MPI\_COMM\_WORLD);

int nextCount = recv + 1;

MPI\_Bcast(*&nextCount*, 1, MPI\_INT, procRank, MPI\_COMM\_WORLD);

}

int currIter = -1;

*while*(*true*) {

int fromProc = (procNum+procRank-3)%(procNum-1)+1;

cout << "Processor " << procRank << " take from " << fromProc << endl;

MPI\_Bcast(*&recv*, 1, MPI\_INT, fromProc, MPI\_COMM\_WORLD);

cout << "Processor " << procRank << " took from " << fromProc << endl;

int nextCount = recv + 1;

cout << "Processor " << procRank << " recv the message " << recv << endl;

cout << "Processor " << procRank << " send the message " << nextCount << endl;

currIter = recv / (procNum-1);

*//cout* *<<* *"Now* *iter* *"* *<<* *currIter* *<<* *"* *processor* *"* *<<* *procRank* *<<* *endl;*

*if*(currIter == m){

cout << "End " << procRank << " processor " << procRank << endl;

*break*;

}

MPI\_Bcast(*&nextCount*, 1, MPI\_INT, procRank, MPI\_COMM\_WORLD);

cout << "Processor " << procRank << " end loop\n";

}

}

*//--------------------Завершение* *работы* *MPI--------------------//*

MPI\_Finalize();

*return* 0;

}

Вывод программы:

//Первый цикл

Take first//Берёт число из root 0

Num of processors: 4

Processor 3 take from 2

Main process with rank: 0

Processor 2 take from 1//Берёт число из root 1

Send rank of cycle start processor to all processors

Processor 1 take from 3//Берёт число из root 3

Processor 2 took from 1

Processor 2 recv the message 2

Processor 2 send the message 3

Processor 2 end loop

Processor 2 take from 1//Берёт число из root 1

Processor 3 took from 2

Processor 3 recv the message 3

Processor 3 send the message 4

Processor 1 took from 3

Processor 2 took from 1

//Начало второго цикла

Processor 1 recv the message 4//Сообщение дублируется, когда берёт из root 3

Processor 2 recv the message 4//Тоже берёт из root 3, хотя должно брать из root 1

Processor 1 send the message 5

Processor 3 end loop

Processor 3 take from 2

Processor 2 send the message 5

Processor 1 end loop

Processor 1 take from 3

Processor 3 took from 2

Processor 2 end loop

Processor 2 take from 1

Processor 3 recv the message 5

Processor 2 took from 1

Processor 3 send the message 6

Processor 1 took from 3

Processor 2 recv the message 5

Processor 3 end loop

Processor 3 take from 2

Processor 1 recv the message 6

Processor 2 send the message 6

Processor 3 took from 2

Processor 1 send the message 7

Processor 2 end loop

Processor 2 take from 1

Processor 3 recv the message 6

Processor 1 end loop

Processor 1 take from 3

Processor 2 took from 1

Processor 3 send the message 7

Processor 1 took from 3

Processor 2 recv the message 6

Processor 3 end loop

Processor 3 take from 2

Processor 1 recv the message 7

Processor 2 send the message 7

Processor 1 send the message 8

Processor 3 took from 2

Processor 2 end loop

Processor 2 take from 1

Processor 1 end loop

Processor 1 take from 3

Processor 3 recv the message 7

Processor 2 took from 1

Processor 3 send the message 8

Processor 2 recv the message 7

Processor 1 took from 3

Processor 3 end loop

Processor 3 take from 2

Processor 2 send the message 8

Processor 1 recv the message 8

Processor 3 took from 2

Processor 2 end loop

Processor 2 take from 1

Processor 1 send the message 9

Processor 3 recv the message 8

Processor 2 took from 1

Processor 1 end loop

Processor 1 take from 3

Processor 3 send the message 9

Processor 2 recv the message 7

Processor 1 took from 3

Processor 3 end loop

Processor 3 take from 2

Processor 2 send the message 8

Processor 1 recv the message 9

Processor 3 took from 2

Processor 2 end loop

Processor 2 take from 1

Processor 1 send the message 10

Processor 3 recv the message 8

Processor 2 took from 1

End 1 processor 1

Processor 3 send the message 9

Processor 2 recv the message 8

Processor 3 end loop

Processor 3 take from 2

Processor 2 send the message 9

Processor 3 took from 2

Processor 2 end loop

Processor 2 take from 1

Processor 3 recv the message 9

Processor 2 took from 1

Processor 3 send the message 10

Processor 2 recv the message 8

End 3 processor 3

Processor 2 send the message 9

Processor 2 end loop

Processor 2 take from 1

Processor 2 took from 1

Processor 2 recv the message 9

Processor 2 send the message 10

End 2 processor 2

Контрольные вопросы:

**Как происходит передача данных от одного процесса всем?**

Функции MPI\_Send и MPI\_Recv, обеспечивают возможность выполнения парных операций передачи данных между двумя процессами параллельной программы. Для выполнения коммуникационных коллективных операций, в которых принимают участие все процессы коммуникатора, в MPI предусмотрен специальный набор функций.

Достижение эффективного выполнения операции передачи данных от одного процесса всем процессам программы (широковещательная рассылка данных) может быть обеспечено при помощи функции MPI:

int MPI\_Bcast(void \*buf,int count,MPI\_Datatype type,int root,MPI\_Comm comm);

где

buf, count, type – буфер памяти с отправляемым сообщением (для процесса с рангом 0),

и для приема сообщений для всех остальных процессов,

root - ранг процесса, выполняющего рассылку данных,

comm - коммуникатор, в рамках которого выполняется передача данных.

Функция MPI\_Bcast осуществляет рассылку данных из буфера buf, содержащего count элементов типа type с процесса, имеющего номер root, всем процессам, входящим в коммуникатор comm.

- функция MPI\_Bcast определяет коллективную операцию и, тем самым, при выполнении необходимых рассылок данных вызов функции MPI\_Bcast должен быть осуществлен всеми процессами указываемого коммуникатора;

- указываемый в функции MPI\_Bcast буфер памяти имеет различное назначение в разных процессах. Для процесса с рангом root, с которого осуществляется рассылка данных, в этом буфере должно находиться рассылаемое сообщение. Для всех остальных процессов указываемый буфер предназначен для приема передаваемых данных.

**Как происходит передача данных от всем процессов одному?**

С помощью операции передачи данных от всех процессов одному процессу. В этой операции над собираемыми значениями осуществляется та или иная обработка данных (данная операция еще именуется операцией редукции данных). Реализация операции редукции при помощи обычных парных операций передачи данных является неэффективной и достаточно трудоемкой. Для наилучшего выполнения действий, связанных с редукцией данных, в MPI предусмотрена функция:

int MPI\_Reduce(void \*sendbuf, void \*recvbuf,int count,MPI\_Datatype type,

MPI\_Op op,int root,MPI\_Comm comm);

где

- sendbuf - буфер памяти с отправляемым сообщением,

- recvbuf – буфер памяти для результирующего сообщения (только для процесса с рангом root),

- count - количество элементов в сообщениях,

- type – тип элементов сообщений,

- op - операция, которая должна быть выполнена над данными,

- root - ранг процесса, на котором должен быть получен результат,

- comm - коммуникатор, в рамках которого выполняется операция.

- функция MPI\_Reduce определяет коллективную операцию и, тем самым, вызов функции должен быть выполнен всеми процессами указываемого коммуникатора, все вызовы функции должны содержать одинаковые значения параметров count, type, op, root, comm;

- передача сообщений должна быть выполнена всеми процессами, результат операции будет получен только процессом с рангом root;

- выполнение операции редукции осуществляется над отдельными элементами передаваемых сообщений. Так, например, если сообщения содержат по два элемента данных и выполняется операция суммирования MPI\_SUM, то результат также будет состоять из двух значений, первое из которых будет содержать сумму первых элементов всех отправленных сообщений, а второе значение будет равно сумме вторых элементов сообщений соответственно.

**Какие используются в MPI для синхронизации вычислений?**

Синхронизация процессов, т.е. одновременное достижение процессами тех или иных точек процесса вычислений, обеспечивается при помощи функции MPI:

int MPI\_Barrier(MPI\_Comm comm);

Функция MPI\_Barrier должна вызываться всеми процессами используемого коммуникатора. При вызове функции MPI\_Barrier выполнение процесса блокируется, продолжение вычислений процесса происходит только после вызова функции MPI\_Barrier всеми процессами коммуникатора.

**Как организуется неблокирующий обмен данными между процессами?**

Функции отправки и приема сообщений, рассмотренные в 1 лабораторной являются блокирующими. При выполнении параллельных вычислений часть сообщений может быть отправлена и принята заранее до момента реальной потребности в пересылаемых данных. В таких ситуациях желательно иметь возможность выполнения функций обмена данными без блокировки процессов для совмещения процессов передачи сообщений и вычислений. Такой неблокирующий способ выполнения обменов помогает уменьшать потери эффективности параллельных вычислений из-за коммуникационных операций.

MPI обеспечивает возможность неблокированного выполнения операций передачи данных между двумя процессами. Наименование неблокирующих аналогов образуется из названий соответствующих функций путем добавления префикса I (Immediate). Список параметров неблокирующих функций содержит весь набор параметров исходных функций и один дополнительный параметр request с типом MPI\_Request (в функции MPI\_Irecv отсутствует также параметр status):

int MPI\_Isend(void \*buf, int count, MPI\_Datatype type, int dest,

int tag, MPI\_Comm comm, MPI\_Request \*request);

int MPI\_Issend(void \*buf, int count, MPI\_Datatype type, int dest,

int tag, MPI\_Comm comm, MPI\_Request \*request);

int MPI\_Ibsend(void \*buf, int count, MPI\_Datatype type, int dest,

int tag, MPI\_Comm comm, MPI\_Request \*request);

int MPI\_Irsend(void \*buf, int count, MPI\_Datatype type, int dest,

int tag, MPI\_Comm comm, MPI\_Request \*request);

int MPI\_Irecv(void \*buf, int count, MPI\_Datatype type, int source,

int tag, MPI\_Comm comm, MPI\_Request \*request);

Вызов неблокирующей функции приводит к инициации запрошенной операции передачи, после чего выполнение функции завершается и процесс может продолжить свои действия.

Перед своим завершением неблокирующая функция определяет переменную request, которая далее может использоваться для проверки завершения инициированной операции обмена.

Проверка состояния выполняемой неблокирующей операции передачи данных выполняется при помощи функции:

int MPI\_Test(MPI\_Request \*request, int \*flag, MPI\_status \*status);

где

request - дескриптор операции, определенный при вызове неблокирующей функции,

flag - результат проверки (= true, если операция завершена),

status - результат выполнения операции обмена (только для завершенной операции).

Если при выполнении неблокирующей операции окажется, что продолжение вычислений невозможно без получения передаваемых данных, то может быть использована блокирующая операция ожидания завершения операции:

int MPI\_Wait(MPI\_Request \*request, MPI\_status \*status)

Кроме рассмотренных, MPI содержит ряд дополнительных функций проверки и ожидания неблокирующих операций обмена:

- MPI\_Testall - проверка завершения всех перечисленных операций обмена;

- MPI\_Waitall – ожидание завершения всех операций обмена;

- MPI\_Testany - проверка завершения хотя бы одной из перечисленных операций обмена;

- MPI\_Waitany – ожидание завершения любой из перечисленных операций обмена;

- MPI\_Testsome - проверка завершения каждой из перечисленных операций обмена;

- MPI\_Waitsome - ожидание завершения хотя бы одной из перечисленных операций обмена и оценка состояния по всем операциям.

**Как организуется одновременное выполнение прием и передачи данных?**

Достижение эффективного и гарантированного одновременного выполнения операций передачи и приема данных может быть обеспечено при помощи функции MPI:

int MPI\_Sendrecv(void \*sbuf,int scount,MPI\_Datatype stype,int dest, int stag, void \*rbuf,int rcount,MPI\_Datatype rtype,int source,int rtag, MPI\_Comm comm, MPI\_Status \*status);

где

sbuf, scount, stype, dest, stag - параметры передаваемого сообщения;

rbuf, rcount, rtype, source, rtag - параметры принимаемого сообщения;

comm - коммуникатор, в рамках которого выполняется передача данных;

status – структура данных с информацией о результате выполнения операции.

Функция MPI\_Sendrecv передает сообщение, описываемое параметрами (sbuf, scount, stype, dest, stag), процессу с рангом dest и принимает сообщение в буфер, определяемый параметрами (rbuf, rcount, rtype, source, rtag), от процесса с рангом source.

В функции MPI\_Sendrecv для передачи и приема сообщений применяются разные буфера. В случае же, когда сообщения имеют одинаковый тип, в MPI имеется возможность использования единого буфера:

int MPI\_Sendrecv\_replace (void \*buf, int count, MPI\_Datatype type, int dest, int stag, int source, int rtag, MPI\_Comm comm, MPI\_Status\* status)