Ковальский Евгений

Лабораторная работа №1

Пример 1

#include <stdio.h>

#include "mpi.h"

int **main**(int argc, char\* argv[])

{

int ProcNum, ProcRank, RecvRank;

MPI\_Status Status;

MPI\_Init(&argc, *&argv*);

MPI\_Comm\_size(MPI\_COMM\_WORLD, *&ProcNum*);

MPI\_Comm\_rank(MPI\_COMM\_WORLD, *&ProcRank*);

*if* (ProcRank == 0)

{

*//* *Действия,* *выполняемые* *только* *процессом* *с* *рангом* *0*

printf ("\n Hello from process %3d", ProcRank);

*for* ( int i=1; i < ProcNum; i++ )

{

MPI\_Recv(*&RecvRank*, 1, MPI\_INT, MPI\_ANY\_SOURCE,

MPI\_ANY\_TAG, MPI\_COMM\_WORLD, *&Status*);

printf("\n Hello from process %3d", RecvRank);

}

} *else* *//* *Сообщение,* *отправляемое* *всеми* *процессами,*

*//* *кроме* *процесса* *с* *рангом* *0*

MPI\_Send(&ProcRank,1,MPI\_INT,0,0,MPI\_COMM\_WORLD);

MPI\_Finalize();

*return* 0;

}

Результат выполнения примера:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAZcAAACACAYAAADHwiSaAAAACXBIWXMAAA7DAAAOwwHHb6hkAAASy0lEQVR4nO3dS2wbyZnA8a8leZJMHuNkX4BsrzdiPIgf5wheX6gBJOhiHVYwINjAXHwTKWCliwf2OYZ9sQ8klZMuASYwYHiBlfcgSMCQl1lDmeNK8kGgsF57hQywSTa749mZWBK3ql9sNrvJJlUkJer/G2gssR9VXd2sr6q6yRr64ovfVp49+yd58OCBAABgwtDBwUGv8wAA6DMEFwCAcQQXAIBxQ5VKr7MAAOg3Q73OAACg/6ieC8NiAACzVHBJNi72i9G/l9M/Pt1yAv/9xz/Kb9dftLwdAOD4ShxcPrl7T346MtJwHcty/t398g8i7n7f/s8f5MY/TB0qkwCA4yVxcDn9wY/k4ocquCRY/ec/c4OQCjYv1r84RPYAAMdR4uAyOGDJf7z+L/mXfy2LNVCxf2SwIgPqZ+LKiPzNX/9Q3r792l73/e+/L//84pX9+9/9sNFes7Jaycl44JWdxTFJZUoR603JsjUh+bg9rVYkJ3NiTeT9v+e3Q/vKrkplalmtI066a9X1q+nMy/ZYSjKlcN52ZNF/PT4v6UJZirOBHl5dGlHSUigXxd9sZ1HGUhkJl0L3RB+jXcbj9WtHn7MkaXhlnSx9Tz+XccNySRekXJyUlcgya7Zf9IdG75ujJXFw0UNeljUo//6nr8Qaqsjge/sycOpABtXP3t6+6tHUPxgw+F6ShwW8Slv/rguuKJUL4coiL8trOZnKqt+iaxuZT63JmsxLIZ2395W/vyjzxbuSVX84m6jKZT4li7fzdjo63Z1UTlazeYmvl6p5syu0pYI8VRVSXF6cSq8sc1bKf2PrCrmyKu7xRFwYdoUxK+U5S6x89bWC2n/p0LVDuxdidHnnJyz3uDp9gcef734v44ZKGUlZHdhv1yqs41Mxdld/lkviR5H39p0g9Fd/+R35/df/K39691a99q1a8M5dw3JHzJz/f/f0N3Lqe3siXw20kB1V0Y9dVBXBlCrufE3Lyw4Wd6PfMekbkyIrt+W+LMnSjbR6E5bsN+LjNdV7KaQlr89Y9q7Mlh+LVaput/J4USbnC5LON2/BljKPZU1dAHr3mai8qMpqya70aluM+YkxuVhe8oNeKOdSWHIqvZoAp/Le64usUXn3LH3KuKf7BVrR8udctr78T/n64GsZUj2Xwff2ZNDad5dU7B9LnKbV+z9+K0ODKvB89aPWEig9lZWdotPyklWpzG87wxf69aWoCiQtTmwpqQCxIiq6qFdKdrCw32T23yI35sdl7fFEbVobKgCVK7JUeNrasE5UXq5ckJG15YihiJK8LI/I/I2CrKrWsx5VGi9WZFYP5dy/KJMja/I4tg5wWjSqSybj426l6rbCndGdNb+irRmysoeJxB/W89PTtWvN9npVr9INp3U/prwjxO6zybLqDmqGrJx1TngZX6nuozrsGB62Vb8vlmV21smUv17ceyUd3OeilGcn1b4ey4VixDFEnpNellXUMJ9bBnMrMpmLLqv4vIavxajjlVD+vOOLWjdm+zrh9eZEcuFykVBPJqJnE3l9hJMK5/2+aoQVZXLFXT8bqF8j1z/c0GrLweUbeSunvrtnD4sNntpXQabac/ECi/bhT87a//7uy98fIntBJck8LkvZ65l40jdkUgWV2/ZL6k2lei/+KiUneNwtiKRkUW5HlFR+Yk6mKuqN+LRxlzRdmJfxnRW5X4rOS/piKnbbje0dO28T1svai0SdTNnZlo2Gxz0iqe0xdcHpDdRFZo+5W8726uIouz2z8JBVIZ1S6UVcpO7wUMp/45SlsOEtD6alRJV3nUb7bJaetwvdq1RvqlRN1+IEl/GIzKp6ccyypGRvH3d9qvUuqN64ro10RZHzhoGj3iu1+bKHF9Wr23q0oO4YnApQV0JWXaI9LKuYcxdfVuG8xqUVd7wxx/cy4nqNvIYjRK2Xry+XxpJcH1F5V/Vgak6lpa+TKzKVExVAvFGb+HPZrpaDy9D33snQKR1Y9uyfoVNOcKmEHiMbOf1T+9/fSTvBZUe2dW1QmqiOkWv5ZSmXqz0TzRsSc/4uyVPVeSnezaoCyrubrKmGwazdkihJFPXmmpuSir1NeJk6ibo1Yf++FjgR9XkpvSyLXGjjUEcuyBU753F2ZOWpuzR9UQXJEaeF4y1WLXl7a7tyGfe32Y7alb19oBXvDh1O+RkIpKVFlHdL+5Rm6bk2tmVHtd7KhY3aFtiJLeMdWbztXmtxZeatdz/v72ctNy8X0+564f3qfO1UG1j2MK+uoSKP4YbT24usWHpYVpEalVU4r3HXaczxxh3f04jrNe4aDku6XtvH3CTvXn2nepG6Tsw3Xb/dPLYRXE595509HDY0pH/U7+pfrea5gIq+R7Mne+/2Ws+RfWGX5XEpamFelnVPJJtxb8Rm5a7qX46oNlhlNrhe4J6N/aZLOcEqTv6+LM4XZTU7F1oQfNigSV7si6b+XlFw2E7sKi4gOASYuP8Z0V3VrRe7FWK5XfalpDtrIlzeHWLfqM7YrelKZSQwpEAZ62Nr0GE7xH5N6WZZNdNuWTUSPTxUf73GXcMhsdd6uxodc6tDW4cfCgtKHlzUhfLnP/+f/OIvVI9koCIDA/vq58D++fbbb9QK1Xsr+gm0g/192W/5G5erXVcndoTGBCV0szI7JeN1j5Q6XdzWKpOSZG4vqu5lTgWqmFZWhJq8uC2InOp7bvj5ccdXdTe4FLUHPXyxplp4FVmV2vsUhSsZyYTzX3opZdWu8B9S8Oh7Ed7Qjx2cRd99ikjO2d4vG/2U3bhqsU1ErRxxjC3vs7X0SpmUjKktlvzm90kt4xGZ9Ia0vF5EG+/42rJT+RrJ+cHGHuYVib7W3YBcVwYxx9rNsqqXsKwaphVzvHHH5y2OuF6jXos89Jr1wjZke2dELni9EV3PSfBcxR1z8N5MXN7VOnbg17cDViWbd4NJk2NtR+LgcnBQkQ9/dkb+9sxp/4OU1oDe/MDutgydek++/4MfyL4OKvsHKrDo4NP0uUmpHXrSPQWr8Q3kwM3Kl1PjsrNyP3QK9dDYjhRbiy52xXV7cVKKs81XjcqL/fjzhCUbeiy7phu34z7+rDmPieaCNzTVybU29LhpRVWA3iY6YEYl6D1NF+ip2ftxel5F/eLOmqztVNcPp+ds76Xl9MwallLsgxThPEXtM2F6NUMouvUUSOhElvGOlC8s2S1bJ3mrvdZkzX7d4ZCcky99Q39NJmOPIWOPzVfLILqF3YOyqpO0rBqlVYo53pjjW56qv14bXcNBkeuV6svfbRDZeV3TH7No9Zij8r4oi6lZSS2O2fflNhbnpeg31OLOZfv9mMTBZWPj32RwMD5YDAwMyIA1oILQvhwE3vibG5sN9qpvJjbIfD50z8VWvVmZmYi+kHSroJrTqDSi07W3yyTMWygv3o3T2n2Ie+NQ35Fyh9ii8ux2letF5CFm3UxKBeWoPYTTayUtZ4OIm8OhdWP3mTC98L21Jun3dxk3uu6Cy8LrRW0XKrua95Nqwc5OVreuK7OE75uul1W97fspmajr7STPa8P0IrfJ11+vkXVVVDLR69WVS+z+kl4fEpP3TGBxsJ6MW799iYPLP8610qTvMFXwxodW29UsL4ZPWE/0urwp46O3366q/yYPp9W/3KP8JBGX55PzzQkt39AHgO6Ka61n5eh+JW7ynle/IrgAJ1I/VH79cAz9i+ACADCO4AIAMI7gAgAwjuACADCO4AIAMI7gAgAwjuACADDODy4ffPBBL/MBAOgj9FwAAMYRXAAAxhFcAADGEVwAAMYRXAAAxhFcAADGEVwAAMYRXAAAxhFcAADGEVwAAMYRXAAAxhFcAADGEVwAAMYRXAAAxhFcAADGEVwAAMYRXAAAxhFcAADGdTW4XJ77jRSmh50/1h9J+s5yS8tNsS7PyaeFaXFTkt1nGbmZ2+xIWgBwEiUOLk6FfFaejH0iy5WK85o1JQ+KM/Imc0tym5Wm+9jM3ZR0zg0iZ1tfboKdZxVYXj8ak5vLzfOM42XqYUkWRt0/dp9J5lZeNiucZ6DbTt6w2KXzck7W5cnzXmcEptmB5ZwKKGN52ZJLkv20IIUHrzrWAwYQz3hw6WTL0bIu2xWGN3ImKkg8CvSkDkv3mO7JL9V/9/zhueCQWaP0ramHUrz2Rp6dm7aXrz96JLKwIKOyK88S9Oy8fZ994m1np16z7WHy56ej8+mfoPohwUbnr37/+jjH5M5ysuWdpHuk10Z1eXn53ZT8L5/J1cKMzF1+nqhnDcAco8HFrpjkkaTTy/7fplqOXsV19UVG0m5laA+ffZqVcoIAVnM/R1koFlVetdoKeHhatXZ33dbvpax8Wrgnc5/dkvzWpYbpb+kXRqflrKpMH11T+16YURVdRt7cUwEjJbquS2RUBRZdIadVhWzv/15WPgscX7v52/QC4MI5la+xyMq22fm7lL0n06/V8pvR57PZ8o66fk0F5Nfy+ZbzZ/C+WivlD8CMFoPLaKBS9uzKGwm2HKvjTc9//UxmCtdkynp++N7FpY/k6vC6PMlv+S9t5Z/I+vSMfHRJVZ5NKg/vfk7UvaPaw6m21q2tV6q6upoo/S1321/rwz+/q/73RPSqWfXbufOXJGntFmzpRx5fm/nT21+/Nmr3VKICS+LzN9rkfDZb3km7b6SsAu5v7KCyawd30cG9+zkBTrwWg0ttK9+7oW+z72UMy2ihKNM12+xKC3VrvNRZGdaVR82LZXmzO2y2Zfr6ld9LqFSW5Y7biremmqTfLW3mz9q6LOfPqc0/36rbpS3B+dMBOiOqN+Q1MEJP9DVb3nHD01Io7Po9M7u3273UAQSYGxazW9G78iLhk2MtK7+R3eGzUhtHUnJ2WPWcyvGbdS39TgQYu8KvDvUcKn+u2F5UwvPn9wDdYcrSQ6kLMI2Wd4w+fj0w9iiQf7s3p46pG9cHgBrGgotuRX++viALH1+XXCcqk63P5MVuQWayl2TZvadw/cGCjOqhqCSVb6fT70Bwuf7xtAyr1n+iIaYm+atUNuWzF7syPf2xTOXrhwRbPX/+/mLGnJotN62ymZMn69OyMJOVy8+dYUOv/LiZD3Sf0Rv6zz/JyHndWi0F7sq4QyP1TxItOOslXK4rq/ytR3K2qPbvjdt08XMMzdK3DKUzulAUv/haGFZKUj51w1ZS+7RYa+fP279zj6bZ8m7w8l8oTtfkHUD3JQ4uumV4Mx16LTDm7/y9KTm1Ui5q+wbLkiyPSq8dUcfhsYd02ky/snxH/EWB/TQ7prBGj+4eJn81+4jJUKfPX6cdhTwAcJy8D1ECADqO4AIAMI7gckR4QzoA0A8ILgAA4wguAADjmM9FmM8FAExjPhf0Ded69L5RmkYD0Esnb1iM+Vz6lv5GAnG/UdppDDnfGM0n9IHuYz6XAOZzOb7zuWjLd9LiD6TaX4czLVc/uqTKj94L0G3M58J8Lr5jPZ9LHf2lnfpLpLvxxXMAwpjPJYz5XPzXjt18LgHel3ZmGP4EeoL5XMKYz+X4zufi0j22hZopjwF0G/O5mEqf+VwSLe80Z/hTEt3nAtA5zOdiKn3mc2lpeSfoe0oEFuBoYD6XhJjP5WjP52IP0bqPuU3XDO2ZfaIQQDLM5xLAfC7Hdz4XE9cGAHNO3ocoAQAdR3ABABhHcDkimM8FQD8huAAAjCO4AACMYz4X4avZAcA05nNB36j5Rmeh0QD00skbFmM+l74V/Mp9p+FTkIevuveV/wCqmM8lgPlcjvd8LkHe19nMGPnWVACtYj4X5nPx9dN8LnoYd2ZU9VA/YT4XoBeYzyWM+Vz8147jfC7Bnpc+Vr5TDOgN5nMJYz6XYz2fS/C+iw40pYe9mVMGOOmYz8VU+sznkmh5Nz3/fF0WZs7LZcti0jCgy5jPxVT6zOfS0vJOs4PbzKjuqhFYgB5gPpeEmM/lqM/nUp++PrY0n3MBeoL5XAKYz+U4z+fS2/QB1Dp5H6IEAHQcwQUAYBzB5YhgPhcA/YTgAgAwjuACADCO+VyEr2YHANOYzwV9pfp5F7PfmA2gNSdvWIz5XPqW/63Pz9Yl9AVpALqM+VwCmM/l+M7n4nzdi6jjvSXPrz8gtgA9xnwuzOfiO87zuTiPct+xfzf1VTwA2sd8LmHM5+K/dhzncwFwNDCfSxjzuRzr+VwAHA3M52IqfeZzSbQcwMnAfC6m0mc+l5aWA+hvzOeSEPO5HO35XLSaJ93Ee2jDGcr91Zs3Dbc9c+ZMh3MHnCzM5xLAfC7Hdz4XbflOWuKO/lddzQmAk/chSgBAxxFcAADGEVyOCOZz6SzuqQDdRXABABhHcAEAGEdwAQAYR3ABABhHcAEAGEdwAQAYR3ABABhHcAEAGEdwAQAYR3ABABhHcAEAGEdwAQAYR3ABABhHcAEAGEdwAQAYR3ABABhHcAEAGPf/v3dogCbyinQAAAAASUVORK5CYII=)

Задание - Вариант 0.

Реализуйте функцию ring, которая создаёт N процессов и посылает сообщение первому процессу, который посылает сообщение второму, второй - третьему, и так далее. Наконец, процесс N посылает сообщение обратно процессу 1. После того, как сообщение обежало вокруг кольца M раз, все процессы заканчивают работу.

Код программы:

*//--------------------Подключаемые* *библиотеки--------------------//*

#include <headers/mpi.h>

#include <iostream>

#include <cstring>

*using* *namespace* std;

int **main**(int argc, char\* argv[]) {

*//--------------------Иициализация--------------------//*

int procNum, procRank, recv;

int m = 2;*//количество* *итераций*

MPI\_Status Status;

MPI\_Init(&argc, *&argv*);

MPI\_Comm\_size(MPI\_COMM\_WORLD, &*procNum*);

MPI\_Comm\_rank(MPI\_COMM\_WORLD, &*procRank*);

*//--------------------Главные* *процесс--------------------//*

*if* (procRank == 0) {

printf(" Num of processors: %3d", procNum);

printf("\n Main process with rank: %3d", procRank);

int id = 0;

printf("\n Send message to process: %3d", 1);

*//отправляем* *сообщение* *"0"* *процессу* *1*

MPI\_Send(&id, 1, MPI\_INT, 1, 0, MPI\_COMM\_WORLD);

}

*//--------------------Остальные* *процессы--------------------//*

*else* {

*for*(int i = 0; i < m; i++) {

printf("\n Process %3d receiving message... ", procRank);

printf("\n Current time is: %3d", MPI\_Wtime());

*//процесс* *ождидает* *сообщение* *из* *любого* *источника*

*//первый* *попавшийся* *процесс* *перехватит* *управление*

MPI\_Recv(*&recv*, 1, MPI\_INT, MPI\_ANY\_SOURCE,

MPI\_ANY\_TAG, MPI\_COMM\_WORLD, *&Status*);

printf("\n Process recieved massage: %3d", recv);

printf("\n Current time is: %3d", MPI\_Wtime());

*//recv+1* *станет* *отправляемым* *сообщением*

++recv;

*//последний* *процесс* *в* *цепочке*

*if*(procRank == procNum-1) {

*if*(m != i+1){

*//отправляет* *сообщение* *recv* *процессу* *с* *рангом* *на* *1* *больше* *своего*

printf("\n Process sending massage: %3d", recv);

printf("\n Current time is: %3d", MPI\_Wtime());

MPI\_Send(&recv, 1, MPI\_INT, 1, 0, MPI\_COMM\_WORLD);

}

}

*//любой* *другой* *процесс*

*else* {

*//отправляет* *сообщение* *recv* *процессу* *с* *рангом* *на* *1* *больше* *своего*

printf("\n Process %3d sending massage: %3d", recv);

printf("\n Current time is: %3d", MPI\_Wtime());

MPI\_Send(&recv, 1, MPI\_INT, procRank+1, 0, MPI\_COMM\_WORLD);

}

}

}

*//--------------------Завершение* *работы* *MPI--------------------//*

MPI\_Finalize();

*return* 0;

}

Вывод программы:

Process 2 receiving message...

Current time is: 1381941805

Process recieved massage: 1

Current time is: 1418689545

Process 2 sending massage: 1

Current time is: 1418775444

Process 2 receiving message...

Current time is: 1429265472

Process recieved massage: 4

Current time is: 1454299978

Process 5 sending massage: 1

Current time is: 1454382441

Process 1 receiving message...

Current time is: 1381409229

Process recieved massage: 0

Current time is: 1402255282

Process 1 sending massage: 1

Current time is: 1402344617

Process 1 receiving message...

Current time is: 1412745310

Process recieved massage: 3

Current time is: 1453664323

Process 4 sending massage: 1

Current time is: 1453757094

Num of processors: 4

Main process with rank: 0

Send message to process: 1

Process 3 receiving message...

Current time is: 1382330070

Process recieved massage: 2

Current time is: 1435505201

Process sending massage: 3

Current time is: 1435584228

Process 3 receiving message...

Current time is: 1446084564

Process recieved massage: 5

Current time is: 1455045584

Контрольные вопросы:

1. В чем состоят основы технологии MPI?

Основы технологии MPI составляют операции передачи сообщений в параллельной программе. При этом процессы параллельной программы объединяются в группы под управлением коммуникатора.

2. В чем состоят основные преимущества и недостатки технологии MPI?

Основные плюсы:

* высокая масштабируемость решения
* высокий уровень парралельности и портабельность кода

Основные минусы:

* сложность при программировании
* достаточно высокие затраты на синхронизацию и обмен данными

3. Что понимается под параллельной программой в рамках технологии MPI?

Под параллельной программой в рамках MPI понимается множество одновременно выполняемых процессов. Процессы могут выполняться на разных процессорах, но на одном процессоре могут располагаться и несколько процессов

4. Как происходит инициализация и завершение MPI программ?

Первой вызываемой функцией MPI должна быть функция:

int MPI\_Init ( int \*agrc, char \*\*\*argv );

для инициализации среды выполнения MPI-программы. Параметрами функции являются количество аргументов в командной строке и текст самой командной строки.

Последней вызываемой функцией MPI обязательно должна являться функция:

int MPI\_Finalize (void);

5. Как происходит передача и прием сообщений MPI программе?

Для приема сообщения процесс-получатель должен выполнить функцию:

int MPI\_Recv(void \*buf, int count, MPI\_Datatype type, int source,

int tag, MPI\_Comm comm, MPI\_Status \*status),

* buf, count, type – буфер памяти для приема сообщения, назначение каждого отдельного параметра соответствует описанию в MPI\_Send
* source - ранг процесса, от которого должен быть выполнен прием сообщения
* tag - тег сообщения, которое должно быть принято для процесса
* comm - коммуникатор, в рамках которого выполняется передача данных
* status – указатель на структуру данных с информацией о результате выполнения операции приема данных

Следует отметить:

* буфер памяти должен быть достаточным для приема сообщения, а тип элементов передаваемого и принимаемого сообщения должны совпадать; при нехватке памяти часть сообщения будет потеряна и в коде завершения функции будет зафиксирована ошибка переполнения;
* при необходимости приема сообщения от любого процесса-отправителя для параметра source может быть указано значение MPI\_ANY\_SOURCE;
* при необходимости приема сообщения с любым тегом для параметра tag может быть указано значение MPI\_ANY\_TAG;
* параметр status позволяет определить ряд характеристик принятого сообщения: - status.MPI\_SOURCE – ранг процесса-отправителя принятого сообщения, status.MPI\_TAG - тег принятого сообщения

Вызов функции MPI\_Recv не должен согласовываться со временем вызова соответствующей функции передачи сообщения MPI\_Send – прием сообщения может быть инициирован до момента, в момент или после момента начала отправки сообщения.

По завершении функции MPI\_Recv в заданном буфере памяти будет располагаться принятое сообщение. Принципиальный момент здесь состоит в том, что функция MPI\_Recv является блокирующей для процесса-получателя, т.е. его выполнение приостанавливается до завершения работы функции. Таким образом, если ожидаемое для приема сообщение будет отсутствовать, выполнение параллельной программы будет блокировано.