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**Abstract**

In this paper, different types of algorithms are being used for classifying p-rotest related news in a small dataset and their results are shown. Some challe-nges about dataset and task are being handled. Support Vector Machine has b-etter results than advanced approaches on this specific task due to properties of the dataset. Advanced algorithms are discussed. This report will not only explain which algorithms and approaches did work on this task but also which algorithms did not work.
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1. **Introduction**

Text classification is one of the main tasks in NLP field. There are many different approaches and methodologies for given dataset and classification type. One of the most challenging parts in these tasks is to find the right dataset for desired classification type, such as classifying news whether they are related to a protest or not.

In our task a small dataset, which consist of URLs from The Hindu and labels, is given. It is obvious that this is a binary classification task. This project has two main parts; data extraction and “learning” to classify. Code can be found in the author’s GitHub page[[1]](#footnote-1).

1. **Dataset**

As it is mentioned above, dataset consist of URLs and their labels. There are 774 URLs in this list. To begin the main purpose of this project, which is classifying the news, extraction of the news is needed. Even the URL of the news might tell us some about it. The URLs are mostly consist of 3 main parts; section, location and headline. There are also article ID which can be useful for achieving purposes. The location and time components of the news can be correlated for the protest news since the protests may take long time. However, a valid way to integrate this information to the models is not found, yet. For the extraction, at first [BeautifulSoup](https://www.crummy.com/software/BeautifulSoup/bs4/doc/) library of Python was used. Even it is working fine, extraction of the related data from the HTML document was tedious. Then another library, [newspaper](https://newspaper.readthedocs.io/en/latest/), was selected for this purpose. This library made the extraction of the content much easier. Some of the articles could not be extracted properly with this library, however, the ratio is quite small.

Beside the content, the section and location of the news and their headlines were extracted and the raw data was saved as another csv file for further process. There is another challenge on this dataset. The dataset is imbalanced. Only the 195 of the 774 news are protest news. Different approaches were tried to handle this problem which will be mentioned in the further chapters.

The final and supreme challenge of this dataset is that it’s coming from only one source and targeted news are coming from different sources. Although, classic machine learning problems assume that the dataset is a proper representation of the population, this assumption is not fulfilled.

1. **Preprocessing and Analysis**

After the extraction, our data has 5 parts; section, location, headline, content and label. Headline and content were merged into single column. Section and location parts were not used for this project. After this process, there are content and label columns.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Avg. # of Sent.** | **Avg. # of Words** | **Max & Min # of Sent.** | **Max & Min # of Words** |
| **Protest News** | 15.13 | 225.50 | 60 & 3 | 1520 & 29 |
| **Non-Protest N.** | 19.82 | 263.93 | 170 & 3 | 1245 & 22 |
| **All News** | 18.63 | 254.25 | 170 & 3 | 1520 & 22 |

Table 1: Average, max and minimum number of the words and sentences per article for protest news, non-protest news and all news.

Average, max and min number of the words and sentences per article for protest news, non-protest news and all news before the preprocessing can be seen on **Table 1**. Basically, whether an article is about a protest or not will be predicted from approximately 19 sentences and 254 words.

The most common 10 words and their ratio for protest news and non-protest news are can be seen on Table 2.

|  |  |  |
| --- | --- | --- |
| **Protest News** | **Non-Protest News** | **All News** |
| ‘state’ - 0.43 | ‘government’ - 0.25 | ‘government’ - 0.30 |
| ‘government’ - 0.43 | ‘state’ - 0.24 | ‘state’ - 0.28 |
| ‘district’ - 0.42 | ‘year’ - 0.24 | ‘district’ - 0.24 |
| ‘protest’ - 0.41 | ‘take’ - 0.21 | ‘year’ - 0.22 |
| ‘police’ - 0.40 | ‘time’ - 0.21 | ‘minister’ - 0.21 |

Table 2: The most common 5 words for each class and for the dataset can be seen with their ratios among the given class. Ratio indicates the number of the unique article that has the word divided by whole population of the given class.

Even before the machine learning models we can do some prediction based on the vocabulary of the article with Bayes’ Theorem.
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Equation 1: Probability of class K for given X.

With this formula we can statistically predict whether an article is about a protest or not, i.e. let’s say the word “protest” exists in an article. After the numbers are inserted in this equation, Bayes’ Theorem says if an article has “protest” word in it, it is 80% related to the a protest, surprisingly not 100%. The “word affect” of other words can be calculated as well. However, we are not interested in statistical approach on this task, since the dataset is really small and most probably not able to represent the population, hence, our statistical model would not be generalizable.

Classical machine learning algorithms cannot work with strings. These news have to be represented by some numbers while keeping them differentiable. The main purpose of this is to represent each article in the same multidimensional space with vectors. TfIdf vectorizer of [scikit-learn](https://scikit-learn.org/stable/) library of Python was used for this purpose. Right before TfIdf dataset has to be cleaned to get more efficient representations. Hence, punctuations, numbers and stopwords were thrown away and whole news were lowercased. Then remaining words were lemmatized by WordNetLemmatizer of [NLTK](https://www.nltk.org/) library. These processes decreased the number of the words.

Models were Pipeline objects with two components; TfIdf and classifier. 3 different classifier algorithm, which are LogisticRegression(), SVC() and KNeighborsClassifier(), was used. The results of KNN will not be shown since it did way worse than other two. The main purpose of selecting these three algorithms is that, each of them use different way of classify and each algorithm could catch some mistakes of other.

Finally, the dataset were split into train and test parts with 0.3 ratio.

1. **Models and Results**

After making our dataset bunch of numbers, algorithms are ready to take these numbers and give results. This section will be in two parts; classical machine learning algorithms and “what did not work”.

* 1. **What did work?**

For classical approaches, GridSearchCV method of [scikit-learn](https://scikit-learn.org/stable/) library was used for hyper-parameter tuning. F1-Macro was selected as GridSearchCV scoring option. So, GridSearchCV will bring the best parameters for the model that gives the maximum F1-Macro score. The reason we are focusing on F1-Macro is that we have an imbalanced data. Even if the classifier would classify each instances as class 0 then our accuracy would be almost 75%. However F1-score makes sure that each class is being correctly classified. F1-Macro is basically the average of F1-score for each class. We do not want anything weighted because we have an imbalanced dataset.

The best parameters for LogisticRegression() pipeline were;

**{'clf\_\_C': 15, 'tfidf\_\_min\_df': 4, 'tfidf\_\_ngram\_range': (1, 2)}**

Due to unbalance of the dataset, it gave different weights to the classes. With these parameters the classification report of the model on test set is given in the **Table 3.**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Precision** | **Recall** | **F1-Score** | **Support** |
| **0.0** | 0.88 | 0.98 | 0.92 | 174 |
| **1.0** | 0.90 | 0.59 | 0.71 | 59 |
| **Accuracy** |  |  | 0.88 | 233 |
| **Macro avg.** | 0.89 | 0.79 | **0.82** | 233 |
| **Weighted avg.** | 0.88 | 0.88 | 0.87 | 233 |

Table 3: Classification report of logistic regression on test set.

The best parameters for SVC() (support vector classifier) pipeline were;

**{'clf\_\_C': 5, 'clf\_\_gamma': 'scale', 'clf\_\_kernel': 'linear',**

**'tfidf\_\_min\_df': 4, 'tfidf\_\_ngram\_range': (1, 2)}**

As it was in logistic regression, class weights are different due to unbalance of the dataset and the kernel of the model is linear. With these parameters the classification report of the model on test set is given in the **Table 4.**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Precision** | **Recall** | **F1-Score** | **Support** |
| **0.0** | 0.90 | 0.98 | 0.94 | 174 |
| **1.0** | 0.91 | 0.69 | 0.79 | 59 |
| **Accuracy** |  |  | 0.91 | 233 |
| **Macro avg.** | 0.91 | 0.84 | **0.86** | 233 |
| **Weighted avg.** | 0.91 | 0.91 | 0.90 | 233 |

Table 4: Classification report of SVC on test set.

The results of the SVC is better than logistic regression.

To improve the reducible error due to the imbalanced data, data was under-sampled. New data had 195 instances for each class and balanced class distribution obtained. After this process GridSearchCV was used for both logistic regression and support vector classifier.

Best parameters for logistic regression was:

**{'clf\_\_C': 15, 'tfidf\_\_min\_df': 4, 'tfidf\_\_ngram\_range': (1, 3)}**

**}**

With these parameters the classification report of the model on test set is given in the **Table 5.**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Precision** | **Recall** | **F1-Score** | **Support** |
| **0.0** | 0.89 | 0.86 | 0.87 | 63 |
| **1.0** | 0.84 | 0.87 | 0.85 | 54 |
| **Accuracy** |  |  | 0.86 | 117 |
| **Macro avg.** | 0.86 | 0.86 | **0.86** | 117 |
| **Weighted avg.** | 0.86 | 0.86 | 0.86 | 117 |

Table 5: Classification report of logistic regression on under-sampled test set.

Compared to the original data, scores are improved. This results shows that under-sampling helped logistic model to make better predictions.

The same procedure was implemented for SVC. The best parameters for SVC was:

**{'clf\_\_C': 1.0, 'clf\_\_kernel': 'sigmoid',**

**'tfidf\_\_min\_df': 4, 'tfidf\_\_ngram\_range': (1, 2)}**

The results of the SVC model with these parameters on under-sampled test data is shown in **Table 6**.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Precision** | **Recall** | **F1-Score** | **Support** |
| **0.0** | 0.89 | 0.86 | 0.87 | 63 |
| **1.0** | 0.84 | 0.87 | 0.85 | 54 |
| **Accuracy** |  |  | 0.86 | 117 |
| **Macro avg.** | 0.86 | 0.86 | **0.86** | 117 |
| **Weighted avg.** | 0.86 | 0.86 | 0.86 | 117 |

Table 6: Classification report of SVC on under-sampled test set.

After all, SVC() is doing slightly better than LogisticRegression and models that are trained on original data are giving better results compared to the models that trained on imbalanced data. For the classical approaches, SVC() is the selected model. The final test set results of SVC() and ensemble model (LogisticRegression, SVC and KNN) is shown on **Table 7** and **Table 8**.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Precision** | **Recall** | **F1-Score** | **Support** |
| **0.0** | 0.93 | 0.95 | 0.94 | 943 |
| **1.0** | 0.51 | 0.41 | 0.45 | 107 |
| **Accuracy** |  |  | 0.90 | 1050 |
| **Macro avg.** | 0.72 | 0.68 | **0.70** | 1050 |
| **Weighted avg.** | 0.89 | 0.90 | 0.89 | 1050 |

Table 7: Classification report of SVC() on last test set.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Precision** | **Recall** | **F1-Score** | **Support** |
| **0.0** | 0.93 | 0.97 | 0.95 | 943 |
| **1.0** | 0.58 | 0.34 | 0.43 | 107 |
| **Accuracy** |  |  | 0.91 | 1050 |
| **Macro avg.** | 0.75 | 0.65 | **0.69** | 1050 |
| **Weighted avg.** | 0.89 | 0.91 | 0.90 | 1050 |

Table 8: Classification report of ensemble model on last test set.

* 1. **What did not work?**

After implementing classical approaches, advanced models were tried and, unfortunately, failed.

The first approach was fully connected neural networks. A single article was represented by 1870 dimensional vector. That means the input of the NN will be 1870. Even if a perceptron was used, there will be 1870 weights to estimate with only 606 instances. Inevitably, NN will overfit. This is basically, trying to find 1870 unknowns with only 774 equations. A simple perceptron with sigmoid activation gave the result on the **Table 9.**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Precision | Recall | F1-Score | Support |
| 0.0 | 0.74 | 0.93 | 0.82 | 27 |
| 1.0 | 0.92 | 0.72 | 0.81 | 32 |
| Accuracy |  |  | 0.81 | 59 |
| Macro avg. | 0.83 | 0.82 | **0.81** | 59 |
| Weighted avg. | 0.84 | 0.81 | 0.81 | 59 |

Table 9: Classification report of Perceptron on under-sampled test set.

Results shows that NN is not better than classical algorithms and overfits. The learning curve says it all.

![C:\Users\fatihbeyhan\Desktop\loss.png](data:image/png;base64,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)

Figure 1: Learning curves of the perceptron model. It is obvious that this model overfits.

Neural Networks with hidden layers were used as well but gave worse results, so, it is not going to be shown here.

To solve the problem with high dimensionality, PCA was used and with 230 components, 90% of the variance in the 1870 dimensions were captured. However, it did not work inconceivably. Scores were worse than previous approaches.

Another approached was to classify news by LDA, which is an unsupervised method. Despite the fact that LDA was not doing a good job on the classifying task, the probabilities its assigning to each class for each article could’ve been useful. So these scores were added on the dataframes for each approach. But again, this did not work and even made predictions worse.

Doc2Vec algorithm was implemented to try different representation of articles and a NN was used to classify news but this method also did not give good results on the dataset.

The most advanced algorithm of this project, and current NLP world, was applied: BERT. Since the dataset is extremely small for training a transformer from scratch, a pre-trained model, BertForSequenceClassification, was used. The implementation was inspired by a blog from <http://ohmeow.github.io/>. It uses huggingface transformers and fastai tools and integrates these two with blurr library. In short, this approach did not do well as well.

The dumbest algorithm of this project was selecting a sample of words and using only these words to classify news. Words were selected by Bayes’ Theorem. Each word has its own effect on classifiers. As the example given above, if an article had “protest” word in it, then this article is 80% protest related. There were 41 words that are assigning higher than 60% protest-related probability. Each document were represented by 41 dimensional binary vector and this data was fed into SVC() and gave almost same results with SVC() of whole dataset. Nevertheless, this approach might have some generalizability issues.

1. **Conclusion**

The main challenge on this problem is the feature space is not definite. With the each new word, the feature space is getting expanded. The perfect solution would be finding efficient and useful dataset that will provide the best feature space which will make the model generalizable. Another interesting thing that with only 41 words, which is much less than what our models are using, it is possible to get scores close to the best scores.

With a small and imbalanced dataset, the best approach was the logistic regression with original dataset for protest classifier. Although transformers are sweeping the all tasks on NLP, it did not help on this specific dataset, however, a larger and healthier dataset would make BERT model give excellent results. Nevertheless, if our dataset is divisible by simple models, there is no need to use complex models. Nobody wants to cut a bread with a lightsaber.

1. **Comments and Further Work**

After reading papers from CLEF 2019 on this task and seeing our results on test dataset from different source, it’s clear that the main challenge of this task is the generalizability of the models. There are several different source and dozens of contexts. To set an example for better understanding of the problem, what we are trying to do is, trying to understand the teenager behavior from only sample of teenagers from one country. It is possible to get some ideas but coming up with general understanding of teenager behavior, we need wider sample and deeper models.

We could’ve used different classifier, such as XGBoost, AdaBoost, etc. but the line between underfitting and overfitting is really thin on this project and we prefer to underfit rather than overfit. The idea behind simple models is that they will get almost same results on any kind of source. For this purpose, even the given parameters to GridSearchCV were restricted.

Human-beings are able to detect the protest news clearly, even if they are coming from different sources. That means deeper understanding of articles would help to improve the models. Hence, WordEmbeddings would be the next step of this project. They will help the models to consider the semantic relationships between the articles. With WordEmbeddings and maybe bigger dataset, deep learning models would give better results.
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