**FACULDADE PROMINAS**

**FELIPE AUGUSTO DA SILVA MENDONÇA**

**ANÁLISE E PROPOSIÇÃO DE FERRAMENTAS BASEADAS EM VISÃO COMPUTACIONAL E APRENDIZADO PROFUNDO PARA VERIFICAÇÃO DE NÃO CONFORMIDADE NO USO DE EPI NOS CANTEIROS DE OBRA**

**RECIFE – PE**

**2023**

**FACULDADE PROMINAS**

**FELIPE AUGUSTO DA SILVA MENDONÇA**

**ANÁLISE E PROPOSIÇÃO DE FERRAMENTAS BASEADAS EM VISÃO COMPUTACIONAL E APRENDIZADO PROFUNDO PARA VERIFICAÇÃO DE NÃO CONFORMIDADE NO USO DE EPI NOS CANTEIROS DE OBRA**

Artigo Científico apresentado à Faculdade Prominas, como parte das exigências para a obtenção do título de Engenheiro de Segurança do Trabalho.

**RECIFE – PE**

**2023**

**ANÁLISE E PROPOSIÇÃO DE FERRAMENTAS BASEADAS EM VISÃO COMPUTACIONAL E APRENDIZADO PROFUNDO PARA VERIFICAÇÃO DE NÃO CONFORMIDADE NO USO DE EPI NOS CANTEIROS DE OBRA**

Felipe Augusto da Silva Mendonça

**RESUMO**

Trata-se de um resumo na língua do país onde o trabalho será apresentado. Elemento obrigatório, devendo possuir no mínimo 100 e no máximo 250 palavras, constituindo uma sequência de frases concisas e objetivas de maneira que o leitor possa identificar o conteúdo do trabalho. Logo abaixo do resumo devem constar as palavras chave, que devem representar os principais assuntos tratados no trabalho. Para construção de um bom resumo: ressalte o tema do seu artigo; utilize o verbo na voz ativa e na 3ª pessoa; deve ser escrito em bloco único; fonte tamanho 10, Arial ou Times New Roman; espaçamento entre linhas simples; apresente o objetivo do seu artigo; relate de forma breve a metodologia utilizada na pesquisa e o referencial teórico; não utilize citações; demonstre os principais resultados finalizando com uma breve exposição da conclusão.

**Palavras chave:** Palavra 1. Palavra 2. Palavra 3. Palavra 4. Palavra 5.

Coloque somente o termo “Palavras chave” em negrito. Deve-se utilizar a fonte em tamanho 12, Arial ou Times New Roman. Apresente de três a cinco palavras mais representativas do conteúdo do seu artigo, separando as palavras com ponto final.

**1. Introdução**

A obrigatoriedade no cumprimento das leis relativas à Segurança e Medicina no Trabalho e a disseminação de informações sobre prevenção dos riscos relacionados a acidentes e doenças ocupacionais, juntamente com o avanço das inovações tecnológicas, evidenciam que ferramentas que auxiliam na segurança são de extrema importância para melhorar a qualidade de vida no ambiente de trabalho como um todo. A fim de atender a legislação e garantir a saúde de seus profissionais, evitando o abstencionismo, as empresas tendem a buscar diminuir a exposição de seus funcionários aos riscos inerentes ao trabalho, como também a correta utilização de todos os Equipamentos de Proteção Individual (EPI), pertinentes a cada etapa do processo de trabalho (ATAMANCZUK, 2008).

Segundo a Norma Regulamentadora (NR) de número 6, é de responsabilidade do empregador fornecer o equipamento de proteção individual sempre que houver necessidade e observar-lhe a utilização no dia a dia, além de aplicar aos colaboradores um treinamento para que os mesmos tenham conhecimento de como manusear o EPI sempre que for necessário (MTE, 2022).

Como um exemplo, é válido citar o setor da construção civil, que é conhecido pela elevada incidência de acidentes de trabalho, tendo em vista que são vários os riscos que envolvem essa atividade laboral. Obviamente, cada atividade profissional tem seus próprios problemas de segurança e assim, cada uma deverá ter um programa de segurança elaborado seguindo as normas legais. Ainda na construção civil, a equipe de trabalho desde os serventes, passando pelos técnicos, até os engenheiros tem papel fundamental no processo de segurança e deverá contribuir fortemente com o uso dos EPI’s. Por isso, torna-se necessário ações no canteiro de obra que facilite e reforce ainda mais o uso do EPI, tendo um dos caminhos para isso a aplicação de novas tecnologias, como o uso de visão computacional.

Atualmente, o uso de tecnologias computacionais, como a visão computacional, como ferramenta de auxílio na segurança do trabalho vem crescendo a cada dia. Nath, Behzadan e Paal (2020) em seu trabalho, apresenta três modelos de aprendizado profundo (Deep Learning, DL) construídos na arquitetura You-Only-Look-Once (YOLO) para verificar o uso do EPI pelos trabalhadores, ou seja, se um trabalhador está usando capacete, colete ou ambos, através de uma câmera em tempo real. Protik, Rafi e Siddique (2021) em seu artigo desenvolveu um detector que pode detectar em tempo real se as pessoas estão usando EPI ou não. O detector é desenvolvido usando o modelo de visão computacional YOLOv4.

Com esse cenário em vista, o presente trabalho, inicialmente, propõe-se a estudar algumas ferramentas existentes baseadas em visão computacional, para auxiliar, a partir da detecção da ausência do EPI, o reforço do uso do mesmo. Posteriormente, o trabalho busca propor o uso dessas ferramentas pesquisadas nos postos de trabalho, como na construção civil, para uma melhor adesão do uso do equipamento de proteção individual e consequentemente uma diminuição nos acidentes de trabalho.

**2. Desenvolvimento**

O desenvolvimento desse trabalho se dará em duas etapas. A primeira etapa é a de revisão bibliográfica, na qual inicialmente contemplará uma breve explanação sobre a Norma Regulamentadora de número 6, além de introduzir a visão computacional e o aprendizado profundo. Posteriormente, o trabalho abordará a cerca das ferramentas existentes baseadas em visão computacional e aprendizado profundo para aplicação na detecção de conformidade no uso de EPI. A segunda etapa do desenvolvimento é a proposta de aplicação dessas ferramentas pesquisadas nos postos de trabalhos.

**2.1 Revisão Bibliográfica**

2.1.1 Norma Regulamentadora No. 6 (NR-6)

Segundo o ministério do trabalho e emprego (MTE), as normas regulamentadoras foram originalmente editadas pela Portaria MTb nº 3.214, de 08 de junho de 1978, de forma a regulamentar os artigos 166 e 167 da Consolidação das Leis do Trabalho (CLT), conforme redação dada pela Lei n.º 6.514, de 22 de dezembro de 1977, que alterou o Capítulo V (da Segurança e da Medicina do Trabalho) do Título II da CLT.

Ainda segundo o MTE (2022), a NR-6, é norma especial, posto que regulamenta a execução do trabalho com uso de Equipamentos de Proteção Individual (EPI), sem estar condicionada a setores ou atividades econômicas específicas. Essa norma visa estabelecer os requisitos para aprovação, comercialização, fornecimento e utilização de Equipamentos de Proteção Individual - EPI. As disposições desta NR se aplicam às organizações que adquiram EPI, aos trabalhadores que os utilizam, assim como aos fabricantes e importadores de EPI.

A NR-6 define EPI como sendo o dispositivo ou produto de uso individual utilizado pelo trabalhador, concebido e fabricado para oferecer proteção contra os riscos ocupacionais existentes no ambiente de trabalho, conforme previsto no Anexo I. A norma também define que as informações e treinamentos referidos na NR devem atender às disposições da NR-01 (MTE, 2022).

2.1.2 Visão Computacional

A visão computacional é um dos ramos da inteligência artificial que estuda o processamento de imagens do mundo real por um computador. Em outras palavras, essa área investiga maneiras de dar às máquinas a capacidade de interpretar visualmente informações. Szeliski (2010) trás uma definição de visão computacional como sendo a área do conhecimento que visa reproduzir a capacidade da visão humana de extrair características das imagens, permitindo assim interpretar e descrever essas imagens e os elementos presentes. Em outras palavras, esta área investiga maneiras de dar às máquinas a capacidade de interpretar informações visualmente.

A maioria das aplicações que utilizam visão computacional depende da realização de diversos pré-processamentos para processar a imagem de entrada, a fim de extrair ou identificar os elementos de interesse por meio de algoritmos teorizados e desenvolvidos por estudiosos da área. Segundo Szeliski (2010), a visão computacional é composta por subáreas, cada uma com seus grupos de técnicas, utilizadas por sistemas que possuem imagens ou vídeos como entrada, detecção e reconhecimento de imagem. Dentre as subáreas é válido citar o Processamento de Imagens, a Segmentação, e a Detecção .

O processamento de imagem é a etapa normalmente realizada durante a fase de pré-processamento de um sistema de visão computacional, assim, é uma técnica utilizada antes de quaisquer outras técnicas. O processamento de imagem tem como objetivo preparar e corrigir a imagem quanto ao posicionamento, cores, brilho, contraste, ruídos, entre outros. A segmentação de elementos em uma imagem é caracterizada pelo agrupamento dos pixels que possuem características semelhantes, criando vários segmentos. Isto é feito para que as análises e operações possam ser executadas de formas diferentes sobre esses grupos. O processo de segmentação pode ser realizado após uma detecção de bordas e extração do elemento desejado da imagem.

A tarefa de detectar elementos em uma imagem é muito utilizada nas aplicações de visão computacional. Os algoritmos de detecção de bordas, de pontos característicos, de face, entre outros, são utilizados para localizar e delimitar o elemento foco de uma análise ou extração, para então realizar as operações desejadas sobre o ponto ou área detectada. Uma ferramenta importante usada na visão computacional, para auxiliar na detecção de objetos é o aprendizado profundo.

2.1.3 Aprendizado Profundo

Segundo Lecun, Bengio e Hinton (2015) O Aprendizado Profundo permite que modelos computacionais compostos por múltiplas camadas de processamento aprendam representações de dados com múltiplos níveis de abstração. Esses métodos melhoraram drasticamente o estado da arte em reconhecimento de fala, reconhecimento de objetos visuais, detecção de objetos em muitos outros domínios, como detecção de EPI’s em um canteiro de obra. O aprendizado profundo visa descobrir uma estrutura complexa em grandes conjuntos de dados usando o algoritmo de *backpropagation* para indicar como uma máquina deve alterar seus parâmetros internos que são usados para calcular a representação em cada camada a partir da representação na camada anterior.   
 Como já citado, uma das maiores áreas de aplicação do aprendizado profundo é na detecção de objetos. Onde define-se detecção de objetos como o processo de detecção de instâncias de objetos semânticos de uma determinada classe (como humanos, aviões ou pássaros) em imagens e vídeos digitais. Boa parte dos métodos usados geralmente seguem uma abordagem de detecção de objeto semântica de segmentação conjunta, alcançando bons resultados. Neste trabalho, o enfoque vai ser na detecção de EPI’s, como capacete, colete e óculos de proteção (VOULODIMOS *et al*, 2018).

2.1.4 Estado da arte

Nesse tópico serão abordados inicialmente trabalhos que envolvem visão computacional aplicado a segurança no trabalho como um todo, posteriormente serão abordados soluções para a detecção de EPI’s, e por fim serão abordadas soluções que utilizam somente a detecção de capacetes.

Guo et al (2015) em seu artigo, sugere uma estrutura de desenvolvimento de visão computacional de três níveis, que foi proposta para categorizar aplicações de visão computacional na indústria da construção. No trabalho foram discutidas as ligações entre visão computacional e três principais tradições de pesquisa em segurança: sistema de gestão de segurança, programa de segurança baseado em comportamento e cultura de segurança. Em seu trabalho Zaki et al (2013) demonstra uma técnica de diagnóstico automatizado de segurança de questões de segurança em travessias de pedestres por meio de técnicas de visão computacional. O diagnóstico de segurança automatizado é aplicado em um grande cruzamento sinalizado no centro de Vancouver, no Canadá, no qual foram levantadas preocupações sobre a alta taxa de conflito entre veículos e pedestres, bem como o elevado número de infrações de trânsito.

Os canteiros de obras tornam o monitoramento eficiente extremamente tedioso e difícil devido à desordem e à desordem. Fang et al (2020) em seu artigo, revisa os desenvolvimentos de estudos de visão computacional usados para identificar comportamentos inseguros a partir de imagens 2D que surgem em canteiros de obras. Em seguida, à luz dos avanços obtidos com o aprendizado profundo, eles examinam e discutem a integração dessas ferramentas de a visão computacional para dar suporte a um programa de segurança baseada em comportamento. Xu et al (2021) em seu artigo revisa estudos sobre visão computacional na última década, com foco em métodos de última geração em um esquema típico baseado em visão, e discute os desafios associados à sua aplicação.

A construção civil é considerada uma das indústrias mais perigosas e é responsável por grande parte dos acidentes de trabalho, inclusive acidentes fatais. Assim, as empresas devem assegurar que os seus trabalhadores utilizem EPI, nomeadamente capacetes, se estiverem em risco de queda, de serem atingidos por objetos caídos, de baterem a cabeça em objetos estáticos ou de se aproximarem de riscos elétricos. No entanto, o monitoramento da presença e do uso adequado dos capacetes torna-se ineficiente quando os agentes de segurança precisam vistoriar grandes áreas e um número considerável de trabalhadores. Através de imagens capturadas nos locais de trabalho internos, (MNEYMNEH, ABBAS e KHOURY, 2018) em seu trabalho avalia as técnicas de visão computacional existentes, ou seja, detecção de objetos e ferramentas de segmentação baseadas em cores, usadas para detectar rapidamente se os trabalhadores estão usando capacetes.

Seguindo essa linha onde usa-se visão computacional para assegurar que os seus trabalhadores utilizem EPI, Nath, Behzadan e Paal (2020) em seu artigo apresenta modelos de aprendizagem profunda construídos na arquitetura YOLO para verificar a conformidade dos trabalhadores com EPIs. Em uma das abordagens, o algoritmo detecta trabalhadores, chapéus e coletes e, em seguida, um modelo de aprendizado de máquina (por exemplo, rede neural e árvore de decisão) verifica se cada trabalhador detectado está usando corretamente chapéu ou colete. Na segunda abordagem, o algoritmo detecta simultaneamente trabalhadores individuais e verifica a conformidade do EPI. Ainda usando abordagens baseadas em YOLO, Kumar et al (2022) apresenta uma nova abordagem para a detecção de incêndio e EPIs para auxilio nas tarefas de monitoramento e evacuação. Os autores utiliza o YOLOv4 para a realização da tarefa de detecção. Um conjunto de dados auto fabricado foi utilizado para treinar o modelo na estrutura de redes neurais da Darknet. Os resultados verificam a força do algoritmo YOLOv4 na detecção e vigilância em tempo real em canteiros de obras com precisão média máxima de 76,86 %.

Nath, Behzadan e Paal (2020) em um outro artigo, usa uma técnica, no qual uma imagem de consulta de um trabalhador da construção civil com EPI desconhecido é comparada com uma série de imagens de galeria de trabalhadores da construção civil com diferentes combinações de EPIs conhecidos (por exemplo, sem capacete ou colete, apenas capacete, apenas colete e capacete e colete). Em seguida, a partir das informações de EPI conhecidas (por exemplo, tipo e cor) nas imagens de galeria mais bem combinadas, as informações sobre EPI na imagem de consulta são inferidas. O modelo proposto é treinado e testado em um conjunto de dados interno contendo 3.309 imagens de trabalhadores da construção civil. Os resultados mostram que o método proposto é capaz de identificar componentes de EPI com 90% de precisão, e cores desses componentes com 77% de precisão.

Wang et al (2021) apresenta em seu trabalho uma abordagem para treinar e avaliar oito detectores de aprendizagem profunda, para fins de aplicação real, com base em arquiteturas YOLO para seis classes, incluindo capacetes com quatro cores, pessoa e colete. Enquanto isso, um conjunto de dados dedicado de alta qualidade, com 1330 imagens, é construído considerando o fundo real do canteiro de obras, diferentes gestos, ângulos e distâncias variados e várias classes de EPIs. O resultado da comparação entre os modelos mostram que o YOLOv5x tem o melhor precisão média máxima, com 86,55%.

Focando mais em ferramentas voltadas para a detecção de capacetes, é valido citar o trabalho de Benyang, Xiaochun e Miao (2020) aplica uma estratégia de treinamento baseado no YOLO v4, para melhorar a adaptabilidade do modelo treinado a partir de diferentes escalas de detecção. Os resultados mostram que, na tarefa de detecção do uso do capacete, o valor de precisão média máxima do modelo atingiu 92,89%, que satisfaz os requisitos em tempo real da tarefa de detecção do capacete. Afim de estabelecer um sistema de monitoramento digital de capacetes de segurança, os autores (Zhou, Zhao e Nie; 2021) propõe um método de detecção de capacete de segurança baseado no YOLOv5, onde foram anotados 6045 imagens coletados. Resultados mostram que a o precisão média máxima do YOLOv5x atinge 94,7%.

Hayat e Morgado (2022) em seu artigo apresenta um sistema de detecção automática de capacete de segurança baseado em visão computacional em tempo real baseado em visão computacional em um canteiro de obras. A arquitetura YOLO é utilizada para detecção e um conjunto de dados de referência contendo 5000 imagens de capacetes foram utilizados neste trabalho, que foi dividido em uma proporção de 60:20:20 (%) para treinamento, teste e validação, respectivamente. Os resultados experimentais mostraram que a arquitetura YOLOv5x alcançou a melhor precisão média máxima de 92,44%, mostrando excelentes resultados na detecção de capacetes de segurança mesmo em condições de pouca luz. Jin et al (2021) em seu artigo obteve resultados experimentais que mostram o seguinte: no conjunto de dados de detecção de uso de capacete de segurança, a taxa média de precisão atingiu 95,9%, a precisão média da detecção do capacete atingiu 96,5% e a precisão média da detecção da cabeça do trabalhador atingiu 95,2%. Fazendo uma comparação com o algoritmo YOLOv5, o modelo proposto tem um aumento de 3% na precisão média de detecção de capacete.

2.2 Proposição da Ferramenta

Com tudo isso em mente, torna-se necessário propor uma ferramenta de detecção para verificação de não conformidade no uso de EPI baseada em visão computacional e YOLO para aplicação nos postos de trabalho, mais especificamente nos canteiros de obra.

**Conclusão**

A palavra **Conclusão** deve ser colocada em caixa baixa, alinhamento a esquerda e fonte tamanho 12, Arial ou Times New Roman.

Os aprendizados e observações realizados por meio da pesquisa, afinal, são a parte mais relevante da conclusão. Feito isso, você deve listar quais dos objetivos definidos no início do trabalho foram alcançados. Caso um ou mais deles não tenha apresentado o resultado desejado, não se preocupe, basta explicar o porquê disso, o que provavelmente é uma resposta que você obteve ao longo da produção. A conclusão é de caráter qualitativo, portanto, não permite quadros, tabelas, citações entre outros.
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