Capitolo 1

**Stato dell’arte**

* 1. **Introduzione**

Il software sviluppato per questa tesi di laurea riguarda il campo del data mining, nello specifico quello testuale; cioè dato un testo, questo viene analizzato una frase per volta, ed in ogni frase viene analizzato ogni termine con l’obiettivo di trovare quelli che possono rappresentare gli eventi di una relazione causale. A tal scopo, la complessità del lavoro affrontato, ha portato a cercare soluzioni eterogenee ed applicarle sequenzialmente in tale programma. Tra le soluzioni si è partiti dal ricorrere alle varie analisi di un testo (lessicale, sintattica, semantica), e si è finiti a richiamare tecniche di machine learning, per decidere se, dati gli eventi trovati, una relazione è causale o no.

* 1. **Livello lessicale**

Per sviluppare questo parte (come per le due successive), si è ricorso all’NLP (*Natural Language Processing*), un processo di trattamento automatico delle informazioni scritte o parlate in una lingua naturale. Questo processo è reso particolarmente difficile e complesso a causa delle caratteristiche intrinseche di ambiguità del linguaggio umano. Quindi nell’analisi del testo è stata presa in considerazione una libreria (*spacy*) associata ad un noto linguaggio di programmazione (*Python*), considerata una lingua naturale specificata e, per ogni parola, individuate automaticamente alcune sue caratteristiche, o *feature*. Siccome la comprensione di un linguaggio naturale è considerata un problema IA-completo, e che a tal punto, per esempio, il linguaggio considerato legge separatamente termini formanti un’unica parola nella lingua utilizzata, si è dovuta anche creare una funzione che risolvesse quanto appena detto.

* 1. **Livello sintattico**

La parte sintattica viene sviluppata prendendo come riferimento la rappresentazione di un grafo. La frase analizzata viene rappresentata come un grafo, dove i termini che la compongono (*token*) rappresentano i nodi del grafo considerato. Ad ognuno di questi *token* vengono associate alcune delle loro *features* (in questo caso le parti del discorso (POS, *part-of-speech*)), attraverso la libreria enunciata precedentemente. In più, sono stati considerati dei collegamenti (i cosiddetti *archi* di un grafo) tra i POS di ogni token e quelli del suo successivo; questo per abilitare i *pattern* che ci servono per coinvolgere le dipendenze lessicali. I pattern utili per estrarre le relazioni causali riguardano uno specifico POS (per pattern utili sono intesi gli eventi citati nell’introduzione).

* 1. **Livello semantico**

Per i token più rappresentativi di una frase, cioè quelli tendenti a farci scoprire i pattern a noi utili, viene approfondito il loro significato. Per fare questo, si è fatto riferimento alla WSD (word sense disambiguation), un problema di computazione linguistica che tende ad esplorare e verificare il significato di una parola. Per fare questo, è stata presa in considerazione l’iperonimia dei token più rappresentativi, cioè per ognuno di essi si è risaliti all’insieme dei termini predecessori da cui deriva; stessa cosa viene fatta per i termini di quest’ultimo insieme considerato, e così via. Per capire il significato a noi utile, ogni elemento di questo insieme viene confrontato con il lemma rispettivo. Nello sviluppo del software, per l’analisi simbolica, è stata utilizzata la libreria NLTK.

* 1. **Scoperta del pattern**

Dopo aver costruito un grafo, per ogni frase, da essi vengono estratti i sotto grafi rappresentanti i pattern da utilizzare per il nostro scopo, cioè gli eventi che ci servono per l’individuazione di relazioni causali. I sotto grafi in questione comprendono, oltre agli eventi, anche il POS dell’evento abilitante il pattern e quello del token successivo ad esso (cioè, nell’ordine sequenziale della frase). La conoscenza del fatto che questo pattern matcha o no potrebbe essere un indicatore utile per verificare se l’evento è causale o no. Per fare questo, si è deciso ad applicare l’algoritmo gSpan, che estrae i sotto grafi che cerchiamo, e per farlo usa una tecnica di potatura. L’algoritmo prende le informazioni che gli servono da un file di input, e restituisce l’immagine dei grafi.

**1.6 Pattern matching**

Dopo aver ottenuto i pattern rappresentati nei sotto grafi considerati precedentemente, viene applicato il problema del *constraint satisfation*, cioè viene lanciato questo problema come problema di monomorfismo di un grafo ottenuto precedentemente sugli *enablement* riguardanti gli eventi estratti ed eseguiamo un risolutore su esso per determinare la soddisfacibilità dei pattern. Nello specifico, vengono utilizzati dei vincoli per ottenere i pattern in formato *“chiave: valore”*.

* 1. **Classificazione del grafo**

In questa sezione, sono stati utilizzati i pattern ottenuti per verificare se una relazione è causale o no. Per farlo, viene considerato il pattern *chiave* di ogni risultato ottenuto, e applicata la tecnica di *word embedding*, che accorpa le parole e ne calcola la similarità, costruendo uno spazio vettoriale contenente i vettori riguardanti le parole prese. Questa tecnica viene applicata attraverso il metodo *word2vec*, nello specifico viene utilizzata l’architettura *Skip-Gram*, che ha lo scopo di predire le parole di contesto partendo dal token corrente. Detto questo, per ogni token della frase considerata, viene creato un vettore binario con lunghezza uguale a quella della frase, che ha valore 1 nella posizione corrispondente al token considerato, 0 altrimenti. Dopodiché, vengono presi i vettori binari corrispondenti ai pattern *chiave* ed eseguito su essi il *word2vec*. Al vettore di output, che avrà la stessa lunghezza della frase considerata, verrà usato per calcolare la distribuzione di probabilità riguardante la similarità semantica del pattern considerato con gli altri token della frase; questo viene fatto con la funzione *softmax*. In seguito, viene fatta la media tra gli elementi del vettore di output, che viene utilizzata nel classificatore SVM per calcolare la misura F1 dell’accuratezza di un test; questo per individuare la relazioni causali; per maggiore sicurezza, per ogni pattern viene utilizzato anche il test di Fisher. Infine, nel problema viene applicato anche l’algoritmo di copertura sequenziale positivo/negativo, per evitare i duplicati.
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