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| **PM592: Regression Analysis for Data Science** | | | Name: Flemming Wu |  |  |
| **HW7** |  |  |  |  |  |
| *Logistic Regression I* | | | | |  |

**Instructions**

* Answer questions directly within this document.
* Upload to Blackboard by the due date & time.
* Clearly indicate your answers to all questions.
* If a question requires analysis, attach all relevant output to this document in the appropriate area. Do not attach superfluous output.
* For the purpose of this assignment, statistical evidencerefers to a test statistic and associated p-value.
* If a question requires a table or figure, you must present these in a professionally formatted way (e.g., <https://www.researchgate.net/figure/Results-of-Logistic-Regression-Analysis-Unadjusted-and-Adjusted-Odds-Ratios-of_tbl2_47335480>)
* If a question requires a conclusion, it must be phrased professionally and coherently.
* There are 3 questions and 30 points possible.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Question 1** |  |  |  |  | [10 points] |  |

Knuckey (2018) discusses the effect of modern and traditional sexism on vote choice in the 2016 presidential election. He used a logistic regression model to determine predictors of voting for Hillary Clinton (vs. Donald Trump).

Y = 1, participant voted for Clinton; 0, participant voted for Trump

= score on an index measuring modern sexism, ranges from 0 to 1; higher scores reflect more sexism

= score on an index measuring traditional sexism, ranges from 0 to 1; higher scores reflect more sexism

The following model is adapted from his paper. All parameter estimates were statistically significant.

|  |  |
| --- | --- |
|  | 1a. [2 points] What is the predicted probability of voting for Clinton for a female that scored a 0 on both scales of sexism? |

The predicted probability of voting for Clinton for a female that scored 0 on both scales of sexism is 0.86.

|  |  |
| --- | --- |
|  | 1b. [2 points] What is the predicted probability of voting for Clinton for a male that scored .5 on both scales of sexism? |

The predicted probability of voting for Clinton for a male that scored .5 on both scales of sexism is 0.54.

|  |  |
| --- | --- |
|  | 1c. [2 points] What is the odds ratio for a one-unit increase in modern sexism score, for males? |

Holding traditional sexism score constant, the odds ratio for a one-unit increase in modern sexism score for males is given by:

A one-unit increase in modern sexism score is associated with a 0.007 times the odds of voting for Clinton for males, adjusting for traditional sexism score.

|  |  |
| --- | --- |
|  | 1d. [2 points] What is the odds ratio for a one-unit increase in modern sexism score, for females? |

Holding traditional sexism score constant, the odds ratio for a one-unit increase in modern sexism score for females is given by:

A one-unit increase in modern sexism score is associated with a 0.12 times the odds of voting for Clinton for females, adjusting for traditional sexism score.

|  |  |
| --- | --- |
|  | 1e. [2 points] What is the odds ratio comparing a male who scored .75 on both scales of sexism, to a female who scored .25 on both scales of sexism? |

The odds ratio comparing a male who scored .75 on both scales of sexism, to a female who scored .25 on both scales of sexism is given by:

A male that scored .75 on both scales of sexism is associated with 0.050 times the odds of voting for Clinton compared to a female that scored .25 on both scales of sexism.

- a male that scored .75 on both scales of sexism is associated with 0.135 times the odds of voting for Clinton compared to a female that scored .25 on both scales of sexism. Ensure calculations are correct.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Question 2** |  |  |  |  | [12 points] |  |

A study was performed to determine the associations among physical activity cognitive variables and behavior. Dr. Mauvre was interested in correlates of performing physical activity due to intrinsic reasons (i.e., intrinsic enjoyment of the exercise vs. getting some reward). Her primary outcome was exercising for intrinsic enjoyment, and her independent variable was frequency of exercise with child (EWC). This data is located in **intrinsic.dta**.

Y = participant was classified as getting “intrinsic enjoyment” from exercise (1 = intrinsic enjoyment, 0 = no intrinsic enjoyment; derived from a survey)

= # of days exercised with child in past week (range: 0-4)

* Run a logistic regression with ewc linearly related to enjoyex.

|  |  |
| --- | --- |
|  | 2a. [1 point] Is ewc related to enjoyex? Provide statistical evidence to justify your answer. |

> m <- glm(enjoyex ~ ewc, data = intrinsic)

> summary(m)

Call:

glm(formula = enjoyex ~ ewc, data = intrinsic)

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 0.33840 0.03482 9.718 < 2e-16 \*\*\*

ewc 0.07619 0.02114 3.603 0.000355 \*\*\*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for gaussian family taken to be 0.2379147)

Null deviance: 95.162 on 388 degrees of freedom

Residual deviance: 92.073 on 387 degrees of freedom

AIC: 549.39

Number of Fisher Scoring iterations: 2

Yes, number of days exercised with child in past week (ewc) is related to intrinsic enjoyment (enjoyex) (t=3.6, p=.00036).

Need to specify family = binomial to run a logistic regression.

Call:

glm(formula = enjoyex ~ ewc, family = binomial, data = intrinsic)

Coefficients:

Estimate Std. Error z value Pr(>|z|)

(Intercept) -0.66631 0.14941 -4.459 8.22e-06 \*\*\*

ewc 0.31403 0.08957 3.506 0.000455 \*\*\*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 530.89 on 388 degrees of freedom

Residual deviance: 518.25 on 387 degrees of freedom

AIC: 522.25

Number of Fisher Scoring iterations: 4

The number of days exercised with child in past week is related to intrinsic enjoyment (z=3.506, p<0.001).

|  |  |
| --- | --- |
|  | 2b. [1 point] Report and interpret the odds ratio associated with ewc. |

The odds ratio is given by , and indicates that a one-day increase in ewc is associated with 1.08 times the odds of intrinsic enjoyment from exercise.

The odds ratio is . A one-day increase in exercise with child is associated with 1.37 times the odds of enjoying exercise, or a 37% increase in the odds.

|  |  |
| --- | --- |
|  | 2c. [2 points] Graph the relationship between the model-predicted logit of enjoyex and ewc. The relationship was constrained to be linear based on your coding scheme. |

> intrinsic$pred\_logits <- predict(m, type = "link")

> ggplot(intrinsic, aes(x=ewc, y=pred\_logits)) + geom\_point()

![](data:image/png;base64,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)

* Run a similar logistic regression, instead treating ewc as a set of dummy predictors.

|  |  |
| --- | --- |
|  | 2d. [1 point] Is ewc related to enjoyex? Provide statistical evidence to justify your answer. |

> m.2 <- glm(enjoyex ~ factor(ewc), data = intrinsic)

> summary(m.2)

Call:

glm(formula = enjoyex ~ factor(ewc), data = intrinsic)

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 0.28378 0.03985 7.121 5.3e-12 \*\*\*

factor(ewc)1 0.22080 0.06119 3.608 0.000349 \*\*\*

factor(ewc)2 0.24563 0.07102 3.458 0.000604 \*\*\*

factor(ewc)3 0.23622 0.07930 2.979 0.003078 \*\*

factor(ewc)4 0.21622 0.13556 1.595 0.111529

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for gaussian family taken to be 0.2350259)

Null deviance: 95.162 on 388 degrees of freedom

Residual deviance: 90.250 on 384 degrees of freedom

AIC: 547.61

Number of Fisher Scoring iterations: 2

> anova(m.2, test = "LRT")

Analysis of Deviance Table

Model: gaussian, link: identity

Response: enjoyex

Terms added sequentially (first to last)

Df Deviance Resid. Df Resid. Dev Pr(>Chi)

NULL 388 95.162

factor(ewc) 4 4.912 384 90.250 0.0003315 \*\*\*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Yes, ewc as a dummy variable set is related to intrinsic enjoyment (p=0.00033), the addition of the variables does significantly contribute to the model.

Again, need to specify family = binomial for a logistic regression.

Call:

glm(formula = enjoyex ~ factor(ewc), family = binomial, data = intrinsic)

Coefficients:

Estimate Std. Error z value Pr(>|z|)

(Intercept) -0.9258 0.1823 -5.077 3.82e-07 \*\*\*

factor(ewc)1 0.9441 0.2645 3.570 0.000357 \*\*\*

factor(ewc)2 1.0436 0.3038 3.435 0.000592 \*\*\*

factor(ewc)3 1.0058 0.3367 2.987 0.002815 \*\*

factor(ewc)4 0.9258 0.5648 1.639 0.101168

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 530.89 on 388 degrees of freedom

Residual deviance: 510.33 on 384 degrees of freedom

AIC: 520.33

Number of Fisher Scoring iterations: 4

> anova(m.2, test = "LRT")

Analysis of Deviance Table

Model: binomial, link: logit

Response: enjoyex

Terms added sequentially (first to last)

Df Deviance Resid. Df Resid. Dev Pr(>Chi)

NULL 388 530.89

factor(ewc) 4 20.552 384 510.33 0.0003884 \*\*\*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Yes, ewc as a dummy variable set is related to intrinsic enjoyment (p<0.001), the addition of the variables does significantly contribute to the model.

|  |  |
| --- | --- |
|  | 2e. [2 points] Report and interpret the odds ratios produced by this dummy variable set. |

1 day of exercise with child is associated with a  ~~= 1.25~~ times the odds of intrinsic enjoyment compared to 0 days of exercise with child. 2 days of exercise with child is associated with a  ~~= 1.28~~ times the odds of intrinsic enjoyment compared to 0 days of exercise with child. 3 days of exercise with child is associated with a  ~~= 1.27~~ times the odds of intrinsic enjoyment compared to 0 days of exercise with child. 4 days of exercise with child is associated with a  ~~= 1.24~~ times the odds of intrinsic enjoyment compared to 0 days of exercise with child.

|  |  |
| --- | --- |
|  | 2f. [2 points] Graph the relationship between the model-predicted logit of enjoyex and ewc. Does the relationship appear linear? |

> intrinsic$pred\_logits\_dummy = predict(m.2, type = "link")

> ggplot(intrinsic, aes(x=ewc, y=pred\_logits\_dummy)) + geom\_point()

![](data:image/png;base64,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)

The relationship actually appears to be quadratic, with the peak at 2 days ewc. Additionally, it seems that 0 days of ewc is the most different from all other ewc values, with 1, 2, 3, and 4 days ewc being similar to each other.

* Evaluate which coding scheme best reflects the data.

|  |  |
| --- | --- |
|  | 2g. [2 points] Use the likelihood ratio test to determine if the dummy variable coding scheme for ewc fits better than the linear coding scheme. Report the associated p-value and make a decision on which coding scheme to use. |

~~> anova(m, m.2, test = "LRT")~~

~~Analysis of Deviance Table~~

~~Model 1: enjoyex ~ ewc~~

~~Model 2: enjoyex ~ factor(ewc)~~

~~Resid. Df Resid. Dev Df Deviance Pr(>Chi)~~

~~1 387 92.073~~

~~2 384 90.250 3 1.823 0.05132 .~~

~~---~~

~~Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1~~

~~The coding of ewc as a dummy variable does not seem to improve model fit compared to constraining ewc as a linear variable ( p=0.051).~~

> anova(m, m.2, test = "LRT")

Analysis of Deviance Table

Model 1: enjoyex ~ ewc

Model 2: enjoyex ~ factor(ewc)

Resid. Df Resid. Dev Df Deviance Pr(>Chi)

1 387 518.25

2 384 510.33 3 7.9135 0.04783 \*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Yes, p=0.048.

|  |  |
| --- | --- |
|  | 2h. [1 point] Based on what you found, do you believe that any ewc categories could be collapsed in this analysis? |

Based on the findings from modeling intrinsic enjoyment on ewc, I found that the predicted logits for having at least one day of exercise with child are similar, all higher than the predicted logit for no days of exercise with child. Therefore, I believe that ewc could be collapsed into a binary variable indicating whether or not one had any days of exercise with child.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Question 3** |  |  |  |  | [8 points] |  |

Dr. Mauvre additionally collected information on exercise self-efficacy and participants’ BMI, which was classified into normal weight, overweight, and obese.

Y = participant was classified as getting “intrinsic enjoyment” from exercise (1 = intrinsic enjoyment, 0 = no intrinsic enjoyment)

= self-efficacy for exercise, measured on a 10-point scale (higher values = more self-efficacy)

She fit the following models to the data:

1. , LL = -355.10
2. , LL = -336.55
3. , LL = -337.09

|  |  |
| --- | --- |
|  | 3a. [2 points] What is the interpretation of in Model 2? |

in Model 2 gives the expected change in the log odds of intrinsic enjoyment for obese participants compared to ~~non-obese~~ normal weight participants holding self-efficacy constant. It can also be interpreted as indicating that obese participants are associated with a = 0.2698201 times the odds of intrinsic enjoyment of non-obese participants, adjusting for self-efficacy.

Model 2 is a categorical (factor) encoding of the weight variable. Since overweight and obese are listed, the one missing, normal weight, is the reference category.

|  |  |
| --- | --- |
|  | 3b. [2 points] What is the interpretation of in Model 3? |

in Model 3 gives the expected change in the log odds of intrinsic enjoyment for obese participants compared to non-obese participants holding self-efficacy and overweight status constant. It can also be interpreted as indicating that obese participants are associated with a = 0.3103669 times the odds of intrinsic enjoyment of non-obese participants, adjusting for self-efficacy and overweight status.

|  |  |
| --- | --- |
|  | 3c. [2 points] Does the addition of weight status in Model 2 improve model fit compared to Model 1? Justify your answer. |

> q = (-2\*-355.10) - (-2\*-336.55)

> pchisq(q=q, df=2, lower.tail = FALSE)

[1] 8.786934e-09

The likelihood ratio test can be done as a chi-squared test with -2 times the difference between the two log-likelihoods of the models on 2 degrees of freedom, since model 2 had 2 extra parameters. According to my test, the addition of weight status in Model 2 did improve model fit compared to Model 1 (p<.001).

|  |  |
| --- | --- |
|  | 3d. [2 points] Does Model 2 have statistically better fit compared to Model 3? Justify your answer. |

> q = (-2\*-337.09) - (-2\*-336.55)

> pchisq(q=q, df=1, lower.tail = FALSE)

[1] 0.2986976

No, the addition of the overweight category variable in Model 2 did not improve the fit from Model 3 (p=0.30).