**Введение**

В процессе разработки любого приложения требуется поддерживать актуальность информации о производительности, объемах данных, сбоях и т.п. для своевременного вмешательства разработчика. На текущий момент данная задача решается путем различных методов тестирования, в ходе которых собираются необходимые данные и после анализа которых принимается решение о внесении изменений в приложении, или в требованиях к нему. Примерами может послужить нагрузочное тестирование, результатом которого являются данные о работоспособности приложения при стандартных нагрузках и пик нагрузок, при которых система выходит из строя, а также ручное тестирование, в результате которого оценивается общее восприятие приложения пользователем на основании времени отклика частей приложения, достоверности отображаемых данных и т.п. Схематически текущую схему разработки можно изобразить следующим образом:

Схема является итерационной, т.е. все шаги разработки повторяются ровно до тех пор, пока приложение не будет удовлетворять требованиям или стандартам. В случае разработки Web-приложения, применив схему разработки получим 2 аналогичные схемы:

Из схем следует, что разработка Web-приложения является в какой-то степени «параллельной» и синхронизация происходит в ходе сборки приложения и последующего системного тестирования, в ходе которого тестируется все приложение. Из этого следует, что разработчики клиентской части не обязаны знать требования для сервера приложений. А значит, что в ходе тестирования, тестировщик клиентской части может получить время ответа сервера приложений, но утверждать о наличии проблемы на странице он не может. Он может создать соответствующую заявку в баг-трекере, которая будет рассмотрена, и в случае если проблема не на стороне сервера, отклонена. Т.е. на рассмотрение заявки потрачено время, которое можно было бы потратить на рассмотрение других заявок. API Indicator решает эту проблему.

**Постановка задачи**

API Indicator – приложение, позволяющее автоматизировать поиск проблемных мест в приложении. На основании статистических данных и критериев, заданных руководителем проекта приложение, автоматически определяет тип проблемы, ее важность и ее масштаб (относительно проекта в целом, относительно последней версии и т.п.). Схематически данный процесс выглядит следующим образом:

В обычный цикл разработки встраивается еще один компонент – API Indicator, который по сути является прокси-сервисом между клиентской частью и сервером приложений. Схематичный вид:

Сервер приложений

API Indicator

Клиентская часть

Основная задача сервиса – сбор и обработка данных, основанных на запросах, идущих от клиентской части к серверу. Т.е. запросы отправляются на сервер, а на сервис лишь информация об адресе запроса, размере данных, версии приложения и т.д.

По мере накопления такой информации API Indicator руководствуясь критериями оценивания, которые устанавливает руководитель проекта, по запросу тестера может предоставить динамику производительности за какое-либо время для текущей страницы приложения. Далее тестировщик, основываясь на переданных ему данных о производительности, может создать заявку на баг-трекере, либо же, это сделает сам API Indicator, если руководитель проекта укажет данную опцию.

**Обзор аналогов**

На сегодняшний день один из самых популярных способов тестирования API – автоматизированное.

Для конкретизации требований, предъявляемых системе, рассмотрим существующие решения:

**Postman**

![](data:image/png;base64,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)

[Страница проекта](https://www.postman.com/)

Postman предоставляет огромный спектр возможностей по контролю API, наиболее интересные из них:

* Рабочие пространства
* Документирование
* Возможность работы в команде

Организация работы:

Плюсы:

* Возможность создания базы тестов
* Версионирование API/тестов
* Огромные возможности настройки валидации тестов
* Возможность делиться тестами/результатами с членами команды
* Возможность мониторинга статуса API

Минусы:

* Множество функций доступны платно (~12$/месяц/человек)
* Требуется время на написание/поддержку тестов
* Не собирается статистика

**Анализ требований**

На основании характеристик аналогов к реализуемой системе предъявляются следующие требования:

1. Простое администрирование системы
2. Минимум действий со стороны тестера
3. Открытый исходный код

Рассмотрим каждое требование подробнее

1. **Простое администрирование системы**

Администрирование системы заключается в управлении проектами, продуктами (модуль проекта), тестерами и версиями. Для начала работы системы необходимо зарегистрировать проект и продукты, после чего добавить одного или несколько тестировщиков. Система готова к эксплуатации. Система не требует предварительного описания или импорта схемы API, не требует написания тестов, создания условий для их выполнения.

1. **Минимум действий со стороны пользователя**

Основной пользователь системы – тестировщик. Работа в системе не должна особым образом отличаться от работы с тестируемым продуктом. Тестировщик получает доступ к функциям системы через специальный интерфейс, расположенный, например, в правом нижнем углу странице в виде маленького индикатора. В случае возникновения проблем при обработке запросов к API система оповестит тестировщика, изменив цвет индикатора, или наложив на него дополнительное изображение, характеризующее проблему.

1. **Открытый исходный код**

Система должна иметь открытый исходный код. Это может привлечь разработчиков/компании к дальнейшему развитию системы. Более активно будет происходить интегрирование новых технологий для взаимодействия как с API, так и с клиентской частью (изначально планируется что система поддерживает REST со стороны API, и Angular со стороны клиентской части), реализация мониторинга различных параметров API (изначально – отслеживание статуса ответа API, сбор статистики производительности), интеграция с другими системами, участвующими в разработке.

**Анализ архитектуры приложения**

Приложение условно можно разделить на 2 модуля: для администрирования и непосредственно для тестировщиков (основной).

**Административный модуль**

Административный модуль построен по классической трехуровневой (трёхзвенной) архитектуре, что позволяет легко масштабировать любой компонент системы под нужды разработчиков или компаний.

Клиент представляет собой web-интерфейс, используя который, администратор системы может сконфигурировать ее для работы с одним или несколькими проектами, вести контроль доступа тестировщиков к проектам и т.п.

Сервер приложений – посредник между web-интерфейсом и сервером БД. Осуществляет прием, обработку и передачу информации между уровнями (клиент 🡨🡪 сервер). Под обработкой подразумевается процесс валидации введенных данных пользователем, обращений к серверу БД с запросом выборки/редактирования данных. Также сервер приложений отвечает за контроль доступа к ресурсам, т.е. неавторизованный или неаутентифицированный пользователь не может получить доступ к запрашиваемым ресурсам.

Сервер БД является хранилищем данных, не выполняет вычислений, валидации (в рамках логики сервера приложений). Обеспечивает доступ к данным серверу приложений из любого источника, будь то локальная база данных или удаленный сервер.

Связь между компонентами – максимально гибкая и конфигурируемая. Приложение должно функционировать как в случае работы всех компонентов на одном выделенном вычислительном узле, так и в случае, когда каждый компонент размещен на разных вычислительных узлах.

Это достигается следующим образом: web-интерфейс имеет в своем распоряжении только набор конечных точек (end-points) – ссылки на ресурсы в сети, или же проще – адреса ресурсов сервера приложений. В свою очередь, сервер приложений предоставляет публичный интерфейс, который содержит адреса доступных для клиента ресурсов. Связь с сервером БД происходит аналогичным образом: сервер приложений «знает» только адрес сервера БД и данные для аутентификации на нем.

Из вышесказанного можно сделать вывод, что приложение является удобным в обслуживании, отказоустойчивым за счет того, что любой компонент системы можно перенести на любой вычислительный узел при необходимости или проблемах с оборудованием.

Примерную схему взаимодействия можно увидеть на следующем изображении:

Клиент

End-points

Сервер приложений

Адрес сервера БД

Сервер БД

**Основной модуль**

Основной модуль построен аналогичным образом по трехуровневой архитектуре. Отличи заключаются в следующих моментах:

Клиент представляет собой модуль-перехватчик запросов от тестируемой страницы к серверу приложений, который обрабатывает передаваемые данные.

Сервер приложений помимо валидаци и передачи данных серверу БД выполняет вычисление разницы между поступившими данными и уже собранными данными. Результат вычислений – процентная разница между поступившим набором данных и уже собранным массивом для других версий проекта.

Примерную схему взаимодействия можно увидеть на следующем изображении: