**Capacity Building for combating Covid 19 Pandemic and beyond: Ethical considerations**
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**Abstract**

Strengthening of the health system is an ethical imperative, especially in a crisis as caused by the ongoing Covid 19 pandemic. While there is a need for enhancing the number and skillsets of the public health professionals, especially the frontline workers, it will be prudent to utilize the digital health technologies, including Artificial Intelligence, in enhancing the capacity of the health care professional education and delivery. However, it has to be ensured that an ethical approach is adopted to utilize digital health technology to enhance the capacity of the human resources for health, leading to an overall health system strengthening.

**Background**

Strengthening of the health system is an ethical imperative (1), especially in a crisis as caused by the Covid 19 pandemic. That will require significant improvement of policy, education and implementation or delivery – across all the areas.

**Ethical issues with Human Resources for Health Professional Education and Delivery**

In India, the conventional health professional education regulators like the MCI (2) or the NBE (3) have hardly lived up to their ethical responsibilities.

Also, as pointed out earlier (1,4), there is a significant crunch in health human resources in India. As evident from the second joint statement by the public health experts from India (5), it will be prudent to scale up public health rapidly (including medical care) – both for services; as well as, education and research. This has to be done both judiciously and ethically. Otherwise, the accountability may not be there and the blame for any mismanagement will be passed on and on to unrelated personnel – most often the frontline workers.

**Technology-enabled systems as Ethical Guides / Facilitators**

One of the ways to overcome health human resource crunch is to use the telemedicine and tele-education facilities. It is very heartening to note that, during the ongoing pandemic, India has released the Telemedicine Practice Guidelines 2020 for modern medicine (6), AYUSH (Ayurveda, Unani and Siddha) (7) and Homoeopathy (8).

There have been various other applications of technology or digital health interventions for fighting against the ongoing Covid 19 pandemic (9). In the present day of ubiquitous social media amplification of information, communication in a useful and harmless way is becoming very difficult (10). However, technology, if used judiciously, can be more beneficial than harmful. Here are a couple of examples.

Bluedot has developed an outbreak risk software (11), based on Artificial Intelligence (AI), which can help in handling exposure and spread of infectious diseases like Covid-19. Bluedot helps answer important questions regarding the report of local cases, and the severity, in various countries. They provide real time insights to users with Covid-19’s movements, strengthening the security of human health. They had been able to predict the genesis of the pandemic even before the WHO had declared it.

The World Health Organization has created a repository of about more than 5000 peer-reviewed and curated research articles on many aspects including epidemiology, clinical features, diagnosis, treatment, social factors, as well as economics. IIIT Delhi researchers (12) have developed and applied the Artificial Intelligence (AI) technique of NLP (Natural Language Processing), on this massive literature, and have been able to discover the direct effects of COVID-19 and also many systematic implications like the anticipated rise in TB and cancer mortality due to the non-availability of drugs during the export lockdown. This helps users understand, synthesize, and take pre-emptive action with the available peer-reviewed evidence on COVID-19.

However, often technology in general, and AI in particular, are viewed to have dubious ethical integrity. Berg and Joynson (13) further elaborates: the potential for AI to make erroneous decisions; the question of who is responsible when AI is used to support decision-making; difficulties in validating the outputs of AI systems; inherent biases in the data used to train AI systems; ensuring the protection of potentially sensitive data; securing public trust in the development and use of AI technologies; effects on people’s sense of dignity and social isolation in care situations; effects on the roles and skill-requirements of healthcare professionals; and the potential for AI to be used for malicious purposes.

AI is an area witnessing accelerated development. Governments have been paying attention to this and recognizing the implication have been doing several activities in order to steer the direction and lay down a framework to allay the challenges and worries. Governments are also concerned that they steer this development and not have this be in the hands of private sector or academia who are currently working on this in multiple ways.

NITI Aayog, the official think tank of the Government of India (14) is coming out with a National Strategy on Artificial Intelligence. The strategy also flags important issues like ethics, bias and privacy issues relating to AI and envisions Government promoting research in technology to address these concerns. The focus is on sectors like agriculture, health and education where public investment and lead would be necessary. Digital technologies, practices, sciences, goods, and services can be enormously beneficial for human flourishing. AI can play a crucial role in capacity building of human resources for health in combating the ongoing pandemic, as well beyond that.

**Way Forward**

Therefore, a key challenge will be ensuring that AI is developed and used in a way that is transparent and compatible with the public interest, whilst stimulating and driving innovation in the sector. In other words, an ethical approach to utilize digital health technology, including AI, will enhance the capacity of the human resources for health and lead to overall health system strengthening.
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