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13 ABSTRACT

14 Full-waveform inversion (FWI) is a promising technique for recovering the Earth models for both 

15 exploration geophysics and global seismology. FWI is generally formulated as the minimization of an 

16 objective function, defined as the L2-norm of the data residuals. The non-convex nature of this objective 

17 function is one of the main obstacles for the successful application of FWI. A key manifestation of this 

18 non-convexity is cycle-skipping, which happens if the predicted data is more than half a cycle away 

19 from the recorded data. We introduce the concept of intermediate data for tackling cycle-skipping. This 

20 intermediate data set is created to sit between predicted and recorded data, and it is less than half a cycle 

21 away from the predicted data. Inverting the intermediate data rather than the cycle-skipped recorded 

22 data can then circumvent cycle-skipping. We applied this concept to invert cycle-skipped first arrivals. 

23 Firstly, we picked up the first breaks of the predicted data and the recorded data. Secondly, we linearly 

24 scaled down the time difference between the two first breaks of each shot into a series of time shifts, 

25 the maximum of which is less than half a cycle, for each trace in this shot. Thirdly, we moved the 

26 predicted data with the corresponding time shifts to create the intermediate data. Finally, we inverted 

27 the intermediate data rather than the recorded data. Since the intermediate data is not cycle-skipped and 

28 contains the traveltime information of the recorded data, FWI with intermediate data updates the 

29 background velocity model in the correct direction. Thus, it produces a background velocity model 

30 accurate enough for carrying out conventional FWI to rebuild the intermediate- and short-wavelength 

31 components of the velocity model. Our numerical examples using synthetic data validate the 

32 intermediate-data concept for tackling cycle-skipping and demonstrate its effectiveness for the 

33 application to first arrivals.

34
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35 INTRODUCTION

36 Full-waveform inversion (FWI) aims to recover the seismic properties of the Earth, including P-

37 wave velocity, anisotropic parameters, and density. FWI is formulated as the optimization of an 

38 objective function defined by the misfit between recorded and predicted data, constrained by a wave 

39 equation (Tarantola, 1984). Compared to seismic imaging techniques that utilize the adjoint operator 

40 instead of the inverse operator, e.g., seismic migration (Claerbout, 1992), FWI, in which the 

41 optimization process acts as applying inverse operators to the seismic data, has the capability to recover 

42 quantitatively accurate models. Furthermore, the use of full wave equations allows for more accurate 

43 simulations of wavefield propagation, giving FWI the advantage over other techniques that employ 

44 simplified wave equations, e.g., migration with one-way wave equations and Kirchhoff migration with 

45 ray-tracing. For these two reasons, FWI is becoming one of the most promising techniques for 

46 exploration geophysics (Virieux and Operto, 2009; Warner et al., 2013; Debens et al., 2015; da Silva et 

47 al., 2016; da Silva et al., 2018; Morgan et al., 2016; Yao et al., 2018b) as well as global seismology 

48 (Zhu et al., 2012; Chen et al., 2015; Tao et al., 2017).

49 However, several aspects of FWI hinder its advance. Firstly, the high computational cost is a key 

50 obstacle to FWI for 3D field data applications because it requires solving wave equations repeatedly. 

51 This difficulty can be alleviated using more efficient inversion strategies, e.g., random shot selection 

52 (Herrmann et al., 2013; Warner et al., 2013), source encoding (Krebs et al., 2009), preconditioning 

53 (Baumstein et al., 2009; Burgess and Warner, 2015; Hu, 2016; Biondi et al., 2017; Yao et al., 2017), 

54 faster numerical-modeling codes (Zhang and Yao, 2012; Wang et al., 2014; Yao et al., 2016; Wang et 

55 al., 2017; Yao et al., 2018a), and faster hardware (Brown, 2007; Nemeth et al., 2008; Weiss and Shragge, 

56 2013).

57 Secondly, because of the ill-posed nature of geophysical data inversion, FWI may produce a model 

58 that is very different from the true model but fits the recorded data due to incomplete acquisition 

59 coverage and the dimensionality of the model space including estimating multi-parameters (e.g., 

60 Baumstein, 2014; da Silva et al., 2016). The conditioning of the inverse problem can be ameliorated by 
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61 developing better acquisition equipment to record more complete data (e.g., Shen et al., 2017), and 

62 incorporating suitable mathematical constraints (e.g., Tikhonov and Arsenin, 1977; Fehmers and 

63 Höcker, 2003; Esser et al., 2016; Trinh et al., 2017).

64 Thirdly, the objective function used in conventional FWI (square of the L2-norm of the residuals) is 

65 non-convex. Hence, convergence towards the global minimum is not guaranteed when using local 

66 gradient-based methods. In such cases, the iterative inversion often converges towards a local minimum 

67 if the initial model sits in a basin of attraction of the objective function that is away from the one 

68 containing the global minimum. As a result, the recovered model can be very different from the true 

69 model, and it is likely to be even worse than the initial model. Generally, seismic data is more nonlinear 

70 for long-wavelength background velocity than for short-wavelength impedance contrast (Jannane et al., 

71 1989). Consequently, it is much easier to invert impedance contrast (reflectivity) with least-squares 

72 reverse-time migration (LSRTM) (e.g. Dai et al., 2012; Yao and Wu, 2015; Yao and Jakubowicz, 2016) 

73 than to recover the velocity model with FWI.

74 One key manifestation of this non-convexity is cycle-skipping. It happens if the events in the 

75 predicted data are more than half a cycle away from the corresponding events in the recorded data. As 

76 a result, cycle-skipping generally leads FWI to converge to a local minimum. This results in an incorrect 

77 estimation of the model parameters.

78 This problem has been addressed in several ways. One is to build an initial model that is accurate 

79 enough to produce the predicted data less than half a cycle away from the recorded data. Although this 

80 approach can guarantee, at least to some extent, that the successive estimates of the model parameters 

81 are carried out within the basin of attraction of the global minimum, it is usually difficult to generate 

82 such an accurate initial model. 

83 The multi-scale strategy (Bunks et al., 1995) is perhaps the most widely and successfully used 

84 approach for mitigating cycle skipping. The lower the frequency, the wider the half cycle. Consequently, 

85 if the inversion starts from the lowest frequency in the recorded data and then the frequency is increased 

86 sequentially, the possibility of cycle-skipping to occur is substantially reduced. This is the main reason 
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87 why techniques aiming to create low-frequency signals by using mathematical extrapolation (Shin and 

88 Ho Cha, 2008; Shin and Ho Cha, 2009; Li and Demanet, 2016), or acquiring low-frequency signals by 

89 modifying conventional acquisition (Kalinicheva et al., 2017), or inventing new acquisition systems 

90 (Baeten et al., 2013; Dellinger et al., 2016), have been investigated. 

91 Alternative objective functions have been proposed to resolve the cycle-skipping issue. The 

92 fundamental mechanism of this type of method is to create a much broader convex region around the 

93 global minimum than that of conventional FWI, the objective function of which is the square of the L2-

94 norm of the data residual (Tarantola, 1984). The envelope of an oscillating seismic trace has a much 

95 larger period than the original seismic signal. Thus, an objective function formulated by the difference 

96 of envelopes between the predicted data and the recorded data has a very broad convex region around 

97 the global minimum (Wu et al., 2014; Liu and Zhang, 2017). Consequently, the inversion is more likely 

98 to converge towards the global minimum even with a poorer starting model. Similarly, the superposition 

99 of the two single-frequency signals, the frequencies of which are close, produces a low-frequency 

100 envelope as well; therefore, the objective function with this envelope has a wide convex region around 

101 the global minimum. This method is referred to as the beat-tone method (Hu, 2014).

102 The alternative objective functions can also be formulated in the extended domain to solve the cycle-

103 skipping issue.  For example, by weighting the crosscorrelation function or designing a Wiener filter 

104 between the predicted traces and the corresponding recorded traces, the objective function can generate 

105 a large convex region around the global minimum, hence improving the convergence properties of the 

106 inversion algorithm (van Leeuwen and Mulder, 2010; Luo and Sava, 2011; Warner and Guasch, 2016; 

107 Zhu and Fomel, 2016). A similar mechanism has been applied to the image-domain inversion referred 

108 to as wave-equation migration velocity analysis (WEMVA). In this method, the objective function is 

109 formed by weighting the sub-surface offset image gather (Symes, 2008; Zhang and Biondi, 2013; Fu 

110 and Symes, 2017). There are also some other objective functions by domain extension, for instance, 

111 wavefield reconstruction inversion (WRI) (van Leeuwen and Herrmann, 2013; da Silva and Yao, 2018), 

112 matched source extension (Huang et al., 2017), tomographic full-waveform inversion (Biondi and 

113 Almomin, 2014), and differential semblance (Symes and Carazzone 1991; Plessix et al., 2000; Mulder 
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114 and ten Kroode, 2002). The methods mentioned above have the common aspect of being based upon an 

115 unphysical extension that is penalized along with the inversion. 

116 Alongside the extended domain methods, there are other objective functions that mitigate the cycle-

117 skipping problem, including full-traveltime inversion (FTI) ( Luo and Schuster, 1991; Luo et al., 2016), 

118 adjustive full-waveform inversion (AFWI) (Jiao et al., 2015), FWI with optimal transport distance 

119 (Métivier et al., 2016; Yang and Engquist, 2018; Yang et al., 2018), and the scaled-Sobolev objective 

120 function (Zuberi and Pratt, 2018), for example.

121 Wang et al. (2016) applied dynamic warping to shift the recorded data set to less than half a cycle 

122 away from the predicted data set to generate a series of data sets, which are used to update velocity 

123 models without cycle-skipping. In this paper, we further develop the methodology of Wang et al. (2016) 

124 to tackle the cycle-skipping issue using an intermediate data set, which is a generalized concept. The 

125 latter is a data set that retains some of the characteristics of the recorded data set. In addition, it is also 

126 sufficiently close to the predicted data set such that it is not cycle-skipped with respect to a current 

127 model. The new method is described as follows. Firstly, we create an intermediate data set by shifting 

128 the predicted data set towards the recorded data set but within half a cycle; secondly, we invert the 

129 intermediate data instead of the recorded data; then the first two steps are repeated until the time 

130 difference between the predicted data and the recorded data is less than half a cycle; finally, when this 

131 condition is met, we complete the inversion with conventional FWI (Tarantola, 1984). Since the 

132 intermediate data includes the missing information of the predicted data relative to the recorded data 

133 but also are not cycle-skipped to the predicted data, inverting the intermediate data can produce a correct 

134 model without cycle-skipping. Furthermore, since the intermediate data originates from the predicted 

135 data, the modeling kernel of the inversion is more compatible with the intermediate data than the 

136 recorded data, and consequently, the inversion with the intermediate data set is robust. We demonstrate 

137 the application of this method in the inversion of first arrivals with numerical examples.
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138 METHOD

139 Conventional FWI (Tarantola, 1984) is generally formulated as the minimization of the L2-norm of 

140 the data residual, expressed as

141  ,                                                                               (1 )
2

2

1
2

Ru d  

142 subject to

143 ,                                                                                                           (2)Au s

144 where represents the restriction operator to extract the wavefield at the position of receivers, is the R u

145 predicted wavefield,  is the recorded data, is the operator of the wave equation, and is the source d A s

146 wavelet. In equation 2, both and  are a function of the model parameters, . Generally, in A u m

147 practical applications, the number of the elements of  can reach the order of several millions or even m

148 higher. In addition, solving wave equations numerically is very computationally intensive. 

149 Consequently, local gradient-based methods, e.g., steepest-descent and conjugate-gradient, are 

150 commonly used in FWI to minimize the objective function (equation 1).  However, the objective 

151 function shown in equation 1 has many local minima – mainly related to the oscillatory nature of seismic 

152 data. If the starting model is not close enough to the true model, then the events in the predicted data 

153 can be more than half a cycle away from their corresponding events in the recorded data. This 

154 phenomenon is known as ‘cycle-skipping’, and it can cause the iterative optimization to stall at a local 

155 minimum. 

156 To illustrate this phenomenon, a trace generated with a 5-Hz Ricker wavelet is used as the record, 

157 which is shown as the solid curves in Figures 1b and 1c. The same trace with a different time shift is 

158 employed as the predicted data. The objective function (equation 1) as a function of time-lag can then 

159 be computed and is illustrated in Figure 1a. The nearest peaks to the global minimum are located at a 

160 time lag of -86 ms and 86 ms, which are half a cycle.  The dashed curves in Figures 1b and 1c represent 
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161 the predicted data with a time shift of 50 ms and 125 ms, respectively, which are corresponding to the 

162 starting point 1 and 2 in Figure 1a. As can be seen, the two starting points are positioned in different 

163 basins of attraction, and the gradients point towards opposite directions. Consequently, local gradient-

164 based methods will converge towards the global minimum of the objective function when starting at 

165 point 1 but to a local minimum when starting at point 2. As a result, FWI with starting point 2 produces 

166 a wrong estimate of the model parameters. In addition, this wrongly estimated model is likely to be 

167 worse than the starting model. Therefore, to achieve a successful inversion with FWI, cycle-skipping 

168 should be avoided. 

169 Herein, we introduce a method for tackling cycle-skipping by generating an intermediate data set. 

170 The events of this intermediate data sit between those in the predicted data and those in the recorded 

171 data. In addition, the events in the intermediate data are less than half a cycle away from the events in 

172 the predicted data set. The inversion then inverts intermediate data instead of the recorded data.  The 

173 mechanism for this method is illustrated by the sketch in Figure 2. The red curve represents the recorded 

174 trace while the black curves are for the predicted traces. The initial traveltime difference between the 

175 recorded trace and the predicted trace 1 is , which is much larger than half a cycle. To avoid cycle-0t

176 skipping, we can shift the predicted data, which is represented by the blue curves, by , which is st

177 smaller than half a cycle. This shifted predicted data is the intermediate data, which is closer to the 

178 recorded data than the originally predicted data. Consequently, if we invert the intermediate data instead 

179 of the recorded data, FWI can produce correct updates. As the correct updates are added into the initial 

180 model, the new predicted data, e.g., predicted data , is closer to the record, but still more than half a i

181 cycle away from the record. We can then produce new intermediate data, e.g., intermediate data , and i

182 invert it. By repeating this process, we can gradually improve the initial model to a point such that 

183 cycle-skipping is avoided. At this point, conventional FWI can be carried out without encountering 

184 issues related to cycle skipping. 

185 In this paper, we only investigate generating an intermediate data set from first arrivals, for the sake 

186 of demonstrating the potential and validity of the concept. We also postulate the possibility of using 
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187 more events in the data in order to generate such mapping. However, we do not explore that possibility 

188 further herein.

189 For a surface acquisition, the first arrivals are direct arrivals for short offsets but refractions for far 

190 offsets. The direct arrivals only carry the information for the surface update of the model while the 

191 refractions include crucial information for the background update of the deeper part of the model. For 

192 a cross-well setting, the first arrivals are transmitted waves, which carry the background update 

193 information of the whole model. As a result, the inversion with first arrivals in this paper can 

194 successfully update the background model. The algorithm can be outlined as follows:

195 1. Calculating the time duration of half a cycle, , for the inverted frequencies;0.5 T

196 2. Picking the first breaks of the record, , which are indicated by the red curve in Figure 3; d

197 3. Picking the first breaks of the predicted data, , which are represented by the black curve in 0d

198 Figure 3;

199 4. Scaling down the difference between the two first breaks for each shot into a series of time 

200 shifts, the maximum of which is less than half a cycle;  

201 5. Shifting the predicted data towards the record by the magnitude of the time shifts computed in 

202 step 4; the shift produces the intermediate data, , the first breaks of which are indicated by id

203 the blue curve in Figure 3;

204 6. Producing a window function, , the value of which is one around the first arrivals but W

205 decreases to zero when it is away from the first arrivals;

206 7. Minimizing the new objective function, 

207 ;                                                              (3 )  2

2

1
2 iW Ru d  

208 8. Repeating step 3 to step 7 until the difference of the first breaks of the record and the predicted 

209 data is smaller than half a cycle.
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210 In the first step, the quantity of half a cycle is obtained easily by firstly filtering the wavelet to keep 

211 the frequencies used for inversion, secondly computing the functional value between the filtered 

212 wavelet and its shifted version, which will be like the one in Figure 1a, and finally measuring the time 

213 lag of the nearest peak to the zero lag. The approach we outline herein is independent of the first-break 

214 picking method. Thus any method of picking first breaks used in exploration geophysics and global 

215 seismology can be used here to identify the arrival time of first arrivals. We used the method of Wong 

216 et al. (2009) for all the examples in this paper. In the fourth step, the scaling is defined by linearly 

217 mapping the difference of the two first breaks in the range from  to . The window function, 0.5 T 0.5 T

218 , can be a Gaussian window or a cosine-squared window, which is used to select the data, so that W

219 the inversion is restricted to first arrivals only. 

220 EXAMPLES

221 In this section, we show numerical examples using a model, which contains two Gaussian anomalies 

222 over a homogeneous background, and the Marmousi model to demonstrate the effectiveness of the new 

223 method using intermediate data for tackling cycle-skipping.

224 A synthetic model with two Gaussian anomalies

225 The synthetic model with two Gaussian anomalies is shown in Figure 4a. Its background velocity is 

226 3000 m/s while the two Gaussian anomalies have a velocity difference of ±1000 m/s to the background. 

227 In this example, a cross-well acquisition geometry is chosen. In total, 122 shots are fired at a depth of 

228 100 m, from a distance of 160 m to 9840 m with a shot spacing of 80 m. A 10-Hz Ricker wavelet is 

229 used as the source wavelet. The receiver array with 1001 traces for each shot is fixed at a depth of 2900 

230 m.

231 The initial model shown in Figure 4b has a constant velocity of 2800 m/s, comprising significant 

232 differences to the true model. These large differences cause the predicted data to be more than half a 

233 cycle away from the recorded data. This can be observed from the comparison of the shot gathers, 

234 depicted in Figure 5a. Conventional FWI (Tarantola, 1984) with this starting model will suffer from 
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235 cycle-skipping. To demonstrate this, we carried out conventional FWI from 5 Hz to 9 Hz with a 

236 frequency increment of 1 Hz. Note that one frequency in the inversion means a narrow frequency band 

237 because the frequency was extracted using band-pass filtering. Each frequency is inverted for 5 

238 iterations. Afterwards, 15 iterations are carried out with the full bandwidth. In total, the inversion 

239 encompasses 40 iterations. The gradient of the first iteration is shown in Figure 6a. One can observe 

240 that there are large areas dominated by a negative value of the gradient (in blue color), indicating that 

241 the velocity should decrease in these regions. However, the velocity in the starting model should be 

242 increased except in the area of the low-velocity blob. Thus, conventional FWI converges towards an 

243 inaccurate velocity model as a consequence of cycle-skipping as depicted in Figure 7a.

244 To deal with cycle-skipping, we generated an intermediate data set and inverted it in each iteration. 

245 Firstly, we measured the size of half a cycle, which is about 43 ms for the 10-Hz Ricker wavelet. 

246 Secondly, we picked the first breaks for both predicted data and recorded data. Thirdly, we linearly 

247 mapped the time difference of each trace between the two picks into a time shift that ranges from -30 

248 ms to 30 ms, so that the maximum shift is less than half a cycle. Fourthly, we applied the shift to the 

249 predicted data to generate the intermediate data. A comparison between the predicted data and the 

250 intermediate data of one shot is shown in Figure 5b. Finally, we inverted the intermediate data instead 

251 of the record by minimizing the objective function shown in Equation 3. The residual is weighted by a 

252 cosine-squared function shown in Figure 5c. The inversion is carried out with full-bandwidth data in 

253 this example with the intermediate data. The gradient of the first iteration is shown in Figure 6b. One 

254 can observe the significant differences between this gradient (Figure 6b) and that for the conventional 

255 FWI (Figure 6a). The gradient with intermediate data is dominated by positive values (red color), 

256 meaning an increase in velocity. Hence, the inversion with the intermediate data leads to correct updates 

257 of the velocity model. The intermediate data is regenerated at the beginning of each iteration.

258 In this paper, we applied a steepest-descent method to minimize the two objective functions 

259 expressed in equations 1 and 3. The gradient is preconditioned by the pseudo-Hessian matrix following 

260 the approach of Shin et al. (2001), which is computed by stacking the scaled source-wavefield energy 
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261 of all shots. The step-length is computed by assuming a linear relationship between the model and data 

262 perturbations. Its mathematical derivation is outlined in Appendix A. 

263 The inversion result after 40 iterations is shown in Figure 7b. By comparison, one can see that the 

264 inversion with intermediate data properly fixed the background velocity and recovered the two Gaussian 

265 anomalies. This high-quality inversion result can also be verified by the good match between the 

266 predicted data with the inverted model and the originally generated record, which is shown in Figure 

267 5d. After completing the intermediate data inversion, we then perform inversion with conventional FWI 

268 with the same inversion setting as the one shown in Figure 7a. Figure 7c shows the final result after 40 

269 iterations of the conventional FWI. By comparison of Figures 7b and 7c, it can be seen that the 

270 conventional FWI further enhanced the Gaussian anomalies and converged to the global minimum. 

271 The Marmousi model

272 The objective of this example is demonstrating the robustness of the outlined intermediate-data 

273 approach even when there is a discrepancy between the laws of physics of the inversion algorithm and 

274 that of the real world. This aspect is relevant as most inversion algorithms assume that the Earth is a 

275 fluid. However, elastic effects generally affect the acquired data.

276 In this test, we used both a surface geometry and a surface-to-horizontal-well geometry, which is a 

277 90-degree rotated cross-well setting. In order to mimic the real world, we generated the record with the 

278 elastic wave equation (Virieux, 1986) in isotropic media with the true velocity models of the P-wave 

279 (Figure 8a) and the S-wave (Figure 8b) and the true density model. The pressure record is generated by 

280 summing the normal stress components,  and . In each geometry, we generated the data firing xx zz

281 128 shots at a depth of 25 m from a distance of 0.187 km to 12.888 km with a spacing of 100 m. The 

282 source wavelet is a 10-Hz Ricker wavelet. The receiver array has 1051 receivers and their position is 

283 fixed at a depth of 25 m for the surface geometry and 2900 m for the surface-to-horizontal-well 

284 geometry. An absorbing boundary is applied around the entire domain for the surface-to-horizontal-
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285 well geometry but a free-surface boundary condition is used on the top boundary of the model for the 

286 surface geometry, introducing source and receiver ghosts as well as surface-related multiples.

287 In our inversion scheme, we invert for P-wave velocity only. In this test, the inversion includes two 

288 stages. In the first stage, we aim to use the proposed intermediate-data method to correct the background 

289 P-wave velocity. An acoustic wave equation with a constant density of 1000 kg/m3 was used as the 

290 modeling kernel for FWI with intermediate data, which is achieved by minimizing equation 3. In the 

291 second stage, we applied conventional FWI, which minimizes equation 1 (Tarantola, 1984), to refine 

292 the P-wave velocity model recovered from the first stage. In order to honor the amplitude of the recorded 

293 data, an elastic wave equation was applied in this stage, in which the density is constrained with 

294 Gardner’s relation (Gardner et al., 1974) and the S-wave velocity is formed using a constant vp/vs ratio 

295 of 1.9 throughout each iteration.

296 In the first stage of this test, we ran the inversion with the intermediate data from 5 Hz to 10 Hz with 

297 an increment of 1 Hz. Each frequency means a narrow band and was inverted for 10 iterations. This 

298 means that the inversion completed a total of 60 iterations. We used a maximum offset of 5 km and 10 

299 km for the surface-to-horizontal-well geometry and the surface geometry, respectively. The resulting 

300 P-wave velocity model was further used as a starting model for conventional FWI in the second stage. 

301 This inversion was carried out starting at 5 Hz up to 24 Hz, incrementing with 1 Hz after completing a 

302 set of 5 iterations. Overall this inversion represents a total of 100 iterations of FWI. All offsets present 

303 in the data were used in this stage. 

304 Surface-to-horizontal-well geometry

305 In the surface-to-horizontal-well test, we designed a 1D initial velocity model shown in Figure 8c, 

306 which has substantial errors. One shot of the predicted data from the initial model (Figure 8c) is shown 

307 in Figure 9b. Compared to the corresponding recorded shot, one can observe that the first arrivals of 

308 predicted data are fully cycle-skipped in relation to those in recorded data, which is indicated by the 

309 black dashed curves.
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310 To overcome cycle-skipping, we applied the same method as in the first example, i.e., we shifted the 

311 predicted data towards the recorded data. The shift was calculated by linearly scaling down the 

312 difference between the first breaks into the range from -30 ms to 30 ms. Consequently, the maximum 

313 shift is less than half a cycle of the 10-Hz Ricker wavelet, which is about 43 ms. By shifting the predicted 

314 data towards the recorded data, we got the intermediate data, which carries the mismatch information 

315 between the predicted data and the recorded data but is not cycle-skipped. In addition, the shift only 

316 extracts the traveltime information from the recorded data but does not extract any elastic amplitude 

317 information, which cannot be properly handled by an acoustic modeling kernel. One shot gather of the 

318 intermediate data is shown in Figure 9c.

319 The gradient of the conventional FWI and the gradient of FWI with the intermediate data for the 

320 first iteration are shown in Figure 10. One can observe that the gradient of the conventional FWI has a 

321 negative background gradient on the left side but positive on the right side. However, since the initial 

322 velocity is much lower than that of the true velocity, a correct gradient should be positive (in red color). 

323 In addition, this gradient includes strong high-wavenumber events generated by the reflection events in 

324 the record. These high-wavenumber components do not carry information about the background model; 

325 hence they do not contribute to its update. By contrast, the gradient of FWI with the intermediate data 

326 is smooth and is dominated by the red color, which means the inversion will decrease the slowness 

327 (increase the velocities).

328 Figure 12 shows the recovered model. Compared with the true P-wave velocity model (Figure 8a), 

329 one can observe that the conventional FWI inversion converged towards an inaccurate estimate of the 

330 P-wave velocity model (Figure 12a) because of the cycle-skipping while the FWI with intermediate 

331 data inverted a smooth velocity model (Figure 12b), which has a correct background trend of the true 

332 P-wave velocity. The effectiveness of the intermediate-data method can be seen from the first-break 

333 picks of predicted data moving towards that of the recorded data progressively throughout iterations 

334 (Figure 11). This can also be seen from the model and gradient evolution shown in Figures B-3 and B-

335 4 of Appendix B. However, if the intermediate data is generated by shifting the recorded data towards 

336 the predicted data, we obtained a much less accurate P-wave velocity, which is shown in Figure 12c. 
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337 The reason for this is that there is waveform discrepancy of the first arrivals between the predicted data 

338 and the recorded data due to different laws of physics applied for the data generation. One illustration 

339 is shown in Figures B-1 and B-2 of Appendix B. This less accurate result can also be seen from the 

340 vertical profile at the distance of 6.25 km and model errors shown in Figure 13. Since FWI with 

341 intermediate data recovered a good background P-wave velocity model (Figure 12b), subsequent 

342 conventional FWI with the surface record recovered a high-resolution correct velocity model, which is 

343 shown in Figure 12d.  

344 Surface Geometry 

345 For the surface acquisition geometry, we chose a simple initial velocity model shown in Figure 8d. 

346 As the turning waves and refractions have a good coverage on the top central part of this model, a 

347 Gaussian-shape low-velocity anomaly is embedded there for emphasizing the cycle-skipping.

348  Figure 14a depicts a shot gather of the recorded data. The first-break picks are represented by the 

349 dashed curves. The corresponding shot gather of the predicted data from the initial velocity model is 

350 shown in Figure 14b. By comparison, one can see that the first arrivals for the direct arrivals are matched 

351 very well but the refractions are not, which means that the background velocity of the initial velocity 

352 model is inaccurate, as it does not produce the correct traveltime for diving and refracted waves. The 

353 mismatch for the far offsets is even more than half a cycle, which means that the conventional FWI 

354 converges towards a local minimum. 

355 To overcome cycle-skipping, we shifted the predicted data in the same way as we did for the surface-

356 to-horizontal-well test to generate the intermediate data. Figure 14c shows the shot gather of the 

357 intermediate data set, corresponding to the shot gather in Figure 14a. As the intermediate data has less 

358 than half a cycle time shift to the predicted data, carrying out FWI with it generates a gradient that is 

359 not affected by cycle-skipping. Figure 15c shows the gradient at the first iteration. As can be seen, the 

360 gradient is dominated by positive values, which means the inversion decreases the slowness (increases 

361 the velocity). Note that the gradient shown in Figure 15c includes only low wavenumbers because the 

362 intermediate data includes only first arrivals, mainly refracted waves.
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363 By contrast, Figure 15a shows the corresponding gradient from the conventional FWI. The high-

364 wavenumber components of the gradient are generated by the reflection events while the low-

365 wavenumber components, which are essential for the background update, are formed mainly from 

366 refracted waves. Note that during the inversion, the water layer, the bottom boundary of which is 

367 indicated by the green dotted line, is set as the true water velocity, 1500 m/s. In order to highlight the 

368 low-wavenumber components, we smoothed the gradient shown in Figure 15a with a Gaussian filter, 

369 , where the standard deviation parameter, , is 10, and  and  are in number of 
2 2

22
2

1
2

x z

e 

 







 x z

370 cells (Abdullah and Schuster, 2015). The smoothed version of the gradient is shown in Figure 15b. As 

371 can be seen, the gradient around the area at a distance of 6 km and a depth of 1 km is negative, which 

372 indicates that the inversion performs an incorrect update in that region due to cycle-skipping. Since the 

373 low-wavenumber components of the gradient have an incorrect sign in the middle of the top area due 

374 to cycle-skipping, the conventional FWI does not fix the background velocity but effectively migrates 

375 the reflection events in this area and below in a least-square sense. However, these migrated events are 

376 at the wrong depth and defocused as the background velocity model is incorrect, and it is not updated 

377 throughout the successive iterations. This can be observed in Figure 17a: the faults are obscured; an 

378 artificial low-velocity anomaly, which is a typical consequence of cycle-skipping during the application 

379 of FWI on the Marmousi model, appears close to the top of the faults.  

380 By contrast, FWI with intermediate data produced a proper background update, which can be 

381 observed in Figure 17b. As a result, the predicted data matches the picked first break of the recorded 

382 data (Figure 14d). The effectiveness of the inversion can be further seen from the first-break picks of 

383 predicted data shifting towards those of recorded data gradually throughout iterations (Figure 16). 

384 Figures B-5 and B-6 in Appendix B provide further evidence of the effectiveness. However, the 

385 inversion becomes much less efficient with intermediate data generated by shifting the recorded data 

386 towards predicted data. Its result is shown in Figure 17c. This can be further verified by the vertical 

387 profile at a distance of 6.25 km and the model errors shown in Figure 18. We can also observe one 

388 interesting phenomenon from Figure 14: a smooth background model produces a simple record, where 
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389 the first arrival is the primary and the other arrivals are predominantly multiples. Thus, the first arrivals 

390 may contain sufficient information for updating the background P-wave velocity. We then carried out 

391 the conventional FWI utilizing the P-wave velocity model estimated with the intermediate data (Figure 

392 17b). Figure 17d shows the resulting high-resolution P-wave velocity model.

393 DISCUSSION

394 In this paper, we have demonstrated using intermediate data to tackle cycle-skipping of first arrivals. 

395 The first arrivals in cross-well geometries and at the far-offsets in the surface acquisitions contain 

396 information for background velocity updates. As a result, we have successfully recovered the 

397 background velocity, which is accurate enough for starting the conventional FWI to build the 

398 intermediate- and high-wavenumber components of the velocity model. In this application of the 

399 intermediate-data concept to first arrivals, we need to pick the first arrivals to the accuracy of half a 

400 period of the starting inversion frequency. Less than this accuracy may result in an inadequate result for 

401 the following conventional FWI. The routine first-arrival picking methods, e.g., the short-term-average 

402 over long-term-average ratio (STA/LTA) (Allen, 1982) and energy ratio (Wong et al., 2009), may be 

403 sufficient to process the predicted data. However, the first arrivals of the real data are usually 

404 contaminated by noise. In this case, we may need to seek other, more intelligent picking methods, for 

405 example, the methods based on artificial intelligence (e.g., Chen, 2018; Yuan et al. 2018), or even with 

406 the assistance of manual picking. 

407 The intermediate data approach introduced herein includes only the traveltime errors of the first 

408 arrivals. Compared with other conventional velocity-building methods relying on the first arrivals, e.g., 

409 first-break traveltime tomography (e.g., Zelt and Smith 1992), one noticeable difference is that FWI 

410 with intermediate data estimates the velocity model with a wave equation instead of ray tracing. The 

411 key advantages are then twofold. First, the wave equation yields more accurate wave paths as it can 

412 deal more easily with multi-arrivals and is not affected by the existence of shadow areas and caustics, 

413 which exist in ray tracing. Second, it is a natural extension of any conventional FWI algorithm, only 

414 requiring the implementation of a method for traveltime picking. In fact, we can further extend the 
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415 concept of intermediate data to much broader applications of FWI than using the traveltime information 

416 of the first arrivals only. Algorithms, such as dynamic warping (Hale, 2013; Ma and Hale, 2013), are 

417 potentially good alternatives when mapping multiple cycle-skipped events, including reflection events, 

418 in the predicted data to the corresponding events in the recorded data, for producing an intermediate 

419 data set. Inverting the intermediate data set will avoid cycle-skipping (e.g., Wang et al., 2016). 

420 We can also investigate the concept of intermediate data to deal with other complications existing 

421 in FWI. It is well known that it is much easier to invert ‘inverse-crime’ data sets, which are generated 

422 by using the modeling kernels for inversion, than field data sets or data sets generated with different 

423 kernels. To mitigate this difficulty, we can generate an intermediate data set that has the information of 

424 the recorded data set, e.g., traveltime, missed in the predicted data set but also is compatible with the 

425 modeling kernel of FWI, e.g. the Marmousi example in this paper. Inverting the intermediate data set 

426 is then equivalent to inverting the desired information in the recorded data set only. This approach has 

427 the advantage of eliminating undesired events, such as records of S-wave, which cannot be handled by 

428 the modeling kernel if the Earth is considered to be an acoustic body. The existence of events that cannot 

429 be accounted for by the modeling kernel can introduce artifacts in the estimated models. Hence, this 

430 approach can, in principle, mitigate these artifacts.

431 CONCLUSION

432 In this paper, we have proposed a generalized concept of intermediate data to tackle cycle-skipping 

433 in full-waveform inversion (FWI). The principle of this method is to create an intermediate data set, the 

434 events of which sit between the events of the predicted data and the recorded data and are less than half 

435 a cycle away from the predicted data, and then invert the intermediate data rather than the recorded 

436 data. We have successfully applied this concept to invert the first arrivals with both surface-to-

437 horizontal-well and surface acquisition geometries. In these applications, we picked first breaks of both 

438 the recorded data set and the predicted data set, and then linearly scaled down the time difference 

439 between the two first breaks into a time shift that is less than half a cycle. We then create the 

440 intermediate data set by moving the predicted data set with the time shift, and finally invert the 
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441 intermediate data set. The theoretical analyses and numerical examples have validated this method. Our 

442 tests also show that shifting the predicted data yields a more accurate inverted velocity model than 

443 shifting the recorded data, especially in the case of existing discrepancies between the laws of physics 

444 of the inversion algorithm and that of the real world. Moreover, this concept of intermediate data might 

445 be applied to much broader areas in FWI than just using the first arrivals to drive the inversion. With 

446 other multi-event mapping algorithms instead of first-break picking, the concept of intermediate data 

447 might be extended to overcome cycle-skipping for multi-events. There is also potential for the concept 

448 of intermediate data to deal with other complications in FWI, such as inverting data sets including S-

449 waves with acoustic modeling kernels. 
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459 APPENDIX A

460  CALCULATION OF STEP LENGTH 

461 To find the optimal step length, , that minimizes the functional, we start from the current model, ,   0m

462 which gives the residual, . We then perturb the current model by a small amount, to form a 0d m

463 trial model, 

464 ,                                                                                (A-1)1 0  m m m

465  where  can be generated by scaling the preconditioned gradient to a few percentages of  in m 0m

466 magnitude. Our target is to find a new model, 

467                                                                (A-2) 0 0 1 0      m m m m m m

468 that minimizes the functional

469  ,                                                                                                (A-3)2

2

1
2 d

470 where  denotes the data residual corresponding to . By assuming the data perturbation is d m

471 linearly dependent on the model perturbation, we then have

472 .                                                                 (A-4) 0 1 0      d d d d

473 If we insert equation A-4 into equation A-3, and set the derivative of the functional with respect to  

474 to zero, then we obtain the optimal step length,

475 .                                                            (A-5) 
   

T
0 1 0

T
1 0 1 0

  


   




 

d d d
d d d d

476
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477 APPENDIX B

478  SUPPLEMENTARY FIGURES

479 In this section, we provide additional tests and figures to the main body of this paper. The first test 

480 is to compare the seismic shot gathers generated with the true P-wave, S-wave velocities, and densities 

481 of the Marmousi model. Figure B-1 shows one shot gather generated with the surface-to-horizontal-

482 well geometry, which is used for the Marmousi example. The source is located at a distance of 3.1875 

483 km. The source signature is a 10-Hz Ricker wavelet. Figure B-2 shows the counterpart of Figure B-1 

484 with the surface geometry used for the Marmousi example. By comparison of these figures, we can see 

485 clearly that the records with different laws of physics share similar overall appearance and first-break 

486 times, but have a significant difference in wiggles and amplitudes.

487 Figures B-3 and B-5 show the gradients at different iterations in FWI with intermediate data while 

488 Figures B-4 and B-6 depict the evolution of the velocity model during the inversion.   

489
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687 List of figure caption:

688 Figure 1. Schematic illustration of cycle-skipping. (a) The value of the objective function, which is the 

689 square of the L2-norm of the difference between a 5-Hz Ricker wavelet and its shifts. The two black 

690 dots represent the global minimum and a local minimum. The nearest peaks to the global minimum has 

691 a time lag of 86 ms, which corresponds to half a cycle, . (b) The 5-Hz Ricker wavelet and its shift 0.5T

692 by 50 ms, which is less than half a cycle. (c) The same as (b) but the shift is 125 ms, which is greater 

693 than half a cycle. The functional value for the case of (b) and (c) is indicated by the two crosses in (a). 

694

695 Figure 2. Schematic illustration for the method of tackling cycle-skipping with intermediate data. The 

696 predicted data 1 is generated with the initial model. The recorded data indicated by the red trace has a 

697 time difference of 0t  relative to predicted data 1. 0t  is greater than half a cycle. Shifting the 

698 predicted data by st , which is smaller than half a cycle, generates intermediate data 1. Replacing the 

699 record with intermediate data 1, FWI will update the model to make the predicted data fit intermediate 

700 data 1. Then shifting the new predicted data creates the new intermediate data. By repeating the process, 

701 the inversion will recover a model, which can produce the predicted data having a time difference to 

702 the record less than half a cycle.

703

704 Figure 3. Schematic illustration of creating intermediate data by using the first arrivals. 

705

706 Figure 4. A model with two Gaussian anomalies. (a) The true velocity model, which includes a constant 

707 background of 3000 m/s, a high-velocity anomaly and a low-velocity anomaly. The anomalies are 

708 formed with a Gaussian function of , where  (unit: m/s) is the distance to the center 
2
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709 of the anomaly. The red dotted line indicates the location of sources while the blue dotted line represents 

710 the receiver arrays. (b) The initial velocity model, which is a constant velocity of 2800 m/s.

711

712 Figure 5. Overcoming cycle-skipping with intermediate data. (a) Alternating display of a shot gather of 

713 the predicted data from the initial velocity model and the record. (b) Alternating display of a shot gather 

714 of the predicted data from the initial velocity model and the intermediate data. (c) A cosine-squared 

715 weighting function used to restrict the inversion to the first arrivals only. (d) Alternating display of a 

716 shot gather of the predicted data from the recovered model and the recorded data. In all the alternating 

717 displays, the predicted data are shown first with the ‘red-white-black’ colormap, while the record and 

718 the intermediate data are depicted with the ‘brown-white-black’ colormap.  

719

720 Figure 6. The gradient of (a) conventional FWI and (b) FWI with intermediate data in the first iteration. 

721 During the inversion, the model is updated through slowness, so that the negative gradient (blue color) 

722 indicates FWI will decrease velocity while the positive gradient (red color) means FWI will increase 

723 velocity.

724

725 Figure 7. The recovered velocity models from (a) conventional FWI starting from the initial model, (b) 

726 FWI with intermediate data starting from the initial model, and (c) conventional FWI starting from (b). 

727

728 Figure 8. The Marmousi models and the initial models for inversion. (a) The true P-wave velocity model. 

729 (b) The true S-wave velocity model. (c) The simple 1D initial P-wave velocity model for the surface-

730 to-horizontal-well test. (d) The simple initial P-wave velocity model, in which a Gaussian low-velocity 

731 anomaly is embedded around the fault area, for the test with a surface acquisition. In (a), the red dotted 
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732 line indicates the locations of the sources and the receiver array of the surface acquisition while the blue 

733 dotted line represents the locations of the receiver array of the surface-to-horizontal-well setting.

734

735 Figure 9. One shot gather in FWI with intermediate data for the surface-to-horizontal-well test. (a) 

736 Recorded data. (b) Predicted data with the initial velocity model shown in Figure 8c. (c) The 

737 intermediate data generated by shifting the predicted data shown in (b) within half a cycle. (d) The 

738 predicted data with the recovered model shown in Figure 12b. The dashed black curves indicate the 

739 first-break picks of the record shown in (a).  

740

741 Figure 10. The gradient of (a) conventional FWI and (b) FWI with intermediate data in the first iteration. 

742 The green dotted lines indicate the sea bottom in the Marmousi model.  

743

744 Figure 11. Evolution of first breaks throughout the iterations. The red curve indicates the first break of 

745 the recorded data while the blue curve represents the first break of the predicted data after 60 iterations. 

746 The black curves denote the first breaks for early iterations. The iteration numbers are drawn on top of 

747 these curves. The light gray strip around the red curve indicates the half period of the 5-Hz Ricker 

748 wavelet.

749

750 Figure 12. Recovered P-wave velocity models. (a) The recovered P-wave velocity model by using 

751 conventional FWI starting from the initial model shown in Figure 8c. (b) The recovered P-wave velocity 

752 model from the initial velocity model shown in Figure 8c by using FWI with intermediate data shifting 

753 of the predicted data towards the observed data. (c) The same as (b) but the intermediate data are 

754 generated by shifting the observed data towards the predicted data. (d) The recovered P-wave velocity 

755 with the conventional FWI starting from the velocity shown in (b).

Page 33 of 60 GEOPHYSICS

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

This paper presented here as accepted for publication in Geophysics prior to copyediting and composition. 
© 2019 Society of Exploration Geophysicists.

D
ow

nl
oa

de
d 

02
/1

9/
19

 to
 1

55
.1

98
.1

00
.1

89
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SE
G

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 T
er

m
s 

of
 U

se
 a

t h
ttp

://
lib

ra
ry

.s
eg

.o
rg

/



34

756 Figure 13. (a) Velocity profile at a distance of 6.25 km. (b) Normalized L2-norm model errors. The 

757 black solid curves indicate the true velocity model while the dashed black curves are for the initial 

758 velocity model. The red and blue curves are for the recovered velocity model shown in Figures 12b and 

759 12c, respectively.

760

761 Figure 14. One shot gather in FWI with intermediate data for the test of the surface acquisition geometry. 

762 (a) Recorded data. (b) Predicted data with the initial velocity model shown in Figure 8d. (c) The 

763 intermediate data generated by shifting the predicted data shown in (b) within half a cycle. (d) The 

764 predicted data with the recovered model shown in Figure 17b. The dashed black curves indicate the 

765 first-break picks of the record shown in (a).  

766

767 Figure 15. The gradient of (a) conventional FWI and (c) FWI with the intermediate data in the first 

768 iteration. (b) A smoothed version of (a) using a Gaussian filter, i.e.  , where ，

2 2

22
2

1
2

x z

e 

 







10 

769 and  and  are in number of cells.  The green dotted lines indicate the sea bottom in the Marmousi x z

770 model.  

771

772 Figure 16. Evolution of the first breaks throughout the iterations. The red curve indicates the first break 

773 of the recorded data while the blue curve represents the first break of the predicted data after 60 

774 iterations. The black curves denote the first breaks for early iterations. The iteration numbers are drawn 

775 on top of these curves. The light gray strip around the red curve indicates the half period of the 5-Hz 

776 Ricker wavelet.

777

778 Figure 17. Recovered P-wave velocity models. (a) The recovered P-wave velocity model by using 

779 conventional FWI starting from the initial model shown in Figure 8d. (b) The recovered P-wave velocity 
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780 model from the initial velocity model shown in Figure 8d by using FWI with intermediate data shifting 

781 of the predicted data towards the observed data. (c) The same as (b) but the intermediate data are 

782 generated by shifting the observed data towards the predicted data. (d) The recovered P-wave velocity 

783 model with conventional FWI starting from the velocity model shown in (b).

784

785 Figure 18. (a) Velocity profile at a distance of 6.25 km. (b) Normalized L2-norm model errors. The 

786 black solid curves indicate the true velocity model while the dashed black curves are for the initial 

787 velocity model. The red and blue curves are for the recovered velocity model shown in Figures 17b and 

788 c, respectively.

789 Figure B-1. Comparison of one shot gather generated from the surface-to-horizontal-well geometry with 

790 different wave equations from the Marmousi models. (a) Using the elastic wave equation with the P-

791 wave and S-wave velocities and density models. (b) Using the acoustic wave equation with the P-wave 

792 velocity and density models. (c) Using the acoustic wave equation with the P-wave velocity model. The 

793 trace comparison at trace (d) 600, (e) 700 and (f) (800). Blue, red and black curves represent the traces 

794 from (a), (b) and (c), respectively.

795

796 Figure B-2. Comparison of one shot gather generated from the surface geometry with different wave 

797 equations from the Marmousi models. (a) Using the elastic wave equation with the P-wave and S-wave 

798 velocities and density models. (b) Using the acoustic wave equation with the P-wave velocity and 

799 density models. (c) Using the acoustic wave equation with the P-wave velocity model. The trace 

800 comparison at trace (d) 600, (e) 700 and (f) (800). Blue, red and black curves represent the traces from 

801 (a), (b) and (c), respectively.

802

803 Figure B-3. Gradients of FWI with the intermediate data for the surface-to-horizontal-well geometry at 

804 different iterations. The green dotted lines indicate the sea bottom in the Marmousi model.
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805

806 Figure B-4. Recovered P-wave velocity model using FWI with the intermediate data for the surface-to-

807 horizontal-well geometry at different iterations.

808

809 Figure B-5. Gradients of FWI with the intermediate data for the surface geometry at different iterations. 

810 The green dotted lines indicate the sea bottom in the Marmousi model.

811

812 Figure B-6. Recovered P-wave velocity model using FWI with the intermediate data for the surface 

813 geometry at different iterations.

814
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Figure 1. Schematic illustration of cycle-skipping. (a) The value of the objective function, which is the square 
of the L2-norm of the difference between a 5-Hz Ricker wavelet and its shifts. The two black dots represent 
the global minimum and a local minimum. The nearest peaks to the global minimum has a time lag of 86 
ms, which corresponds to half a cycle,  . (b) The 5-Hz Ricker wavelet and its shift by 50 ms, which is less 
than half a cycle 0.5T. (c) The same as (b) but the shift is 125 ms, which is greater than half a cycle. The 

functional value for the case of (b) and (c) is indicated by the two crosses in (a). 
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Figure 2. Schematic illustration for the method of tackling cycle-skipping with intermediate data. The 
predicted data 1 is generated with the initial model. The recorded data indicated by the red trace has a time 
difference of Δt0 relative to predicted data 1. Δt0  is greater than half a cycle. Shifting the predicted data by 

 Δts , which is smaller than half a cycle, generates intermediate data 1. Replacing the record with 
intermediate data 1, FWI will update the model to make the predicted data fit intermediate data 1. Then 

shifting the new predicted data creates the new intermediate data. By repeating the process, the inversion 
will recover a model, which can produce the predicted data having a time difference to the record less than 

half a cycle. 
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Figure 3. Schematic illustration of creating intermediate data by using the first arrivals. 
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Figure 4. A model with two Gaussian anomalies. (a) The true velocity model, which includes a constant 
background of 3000 m/s, a high-velocity anomaly and a low-velocity anomaly. The anomalies are formed 
with a Gaussian function of  ±1000e-d2/(5x105) , where d  (unit: m/s) is the distance to the center of the 
anomaly. The red dotted line indicates the location of sources while the blue dotted line represents the 

receiver arrays. (b) The initial velocity model, which is a constant velocity of 2800 m/s. 
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Figure 5. Overcoming cycle-skipping with intermediate data. (a) Alternating display of a shot gather of the 
predicted data from the initial velocity model and the record. (b) Alternating display of a shot gather of the 

predicted data from the initial velocity model and the intermediate data. (c) A cosine-squared weighting 
function used to restrict the inversion to the first arrivals only. (d) Alternating display of a shot gather of the 
predicted data from the recovered model and the recorded data. In all the alternating displays, the predicted 

data are shown first with the ‘red-white-black’ colormap, while the record and the intermediate data are 
depicted with the ‘brown-white-black’ colormap.   
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Figure 6. The gradient of (a) conventional FWI and (b) FWI with intermediate data in the first iteration. 
During the inversion, the model is updated through slowness, so that the negative gradient (blue color) 

indicates FWI will decrease velocity while the positive gradient (red color) means FWI will increase velocity. 
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Figure 7. The recovered velocity models from (a) conventional FWI starting from the initial model, (b) FWI 
with intermediate data starting from the initial model, and (c) conventional FWI starting from (b). 
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Figure 8. The Marmousi models and the initial models for inversion. (a) The true P-wave velocity model. (b) 
The true S-wave velocity model. (c) The simple 1D initial P-wave velocity model for the surface-to-

horizontal-well test. (d) The simple initial P-wave velocity model, in which a Gaussian low-velocity anomaly 
is embedded around the fault area, for the test with a surface acquisition. In (a), the red dotted line 

indicates the locations of the sources and the receiver array of the surface acquisition while the blue dotted 
line represents the locations of the receiver array of the surface-to-horizontal-well setting. 
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Figure 9. One shot gather in FWI with intermediate data for the surface-to-horizontal-well test. (a) Recorded 
data. (b) Predicted data with the initial velocity model shown in Figure 8c. (c) The intermediate data 

generated by shifting the predicted data shown in (b) within half a cycle. (d) The predicted data with the 
recovered model shown in Figure 12b. The dashed black curves indicate the first-break picks of the record 

shown in (a).   
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Figure 10. The gradient of (a) conventional FWI and (b) FWI with intermediate data in the first iteration. The 
green dotted lines indicate the sea bottom in the Marmousi model.   
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Figure 11. Evolution of first breaks throughout the iterations. The red curve indicates the first break of the 
recorded data while the blue curve represents the first break of the predicted data after 60 iterations. The 
black curves denote the first breaks for early iterations. The iteration numbers are drawn on top of these 

curves. The light gray strip around the red curve indicates the half period of the 5-Hz Ricker wavelet. 
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Figure 12. Recovered P-wave velocity models. (a) The recovered P-wave velocity model by using 
conventional FWI starting from the initial model shown in Figure 8c. (b) The recovered P-wave velocity 

model from the initial velocity model shown in Figure 8c by using FWI with intermediate data shifting of the 
predicted data towards the observed data. (c) The same as (b) but the intermediate data are generated by 

shifting the observed data towards the predicted data. (d) The recovered P-wave velocity with the 
conventional FWI starting from the velocity shown in (b). 
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Figure 13. (a) Velocity profile at a distance of 6.25 km. (b) Normalized L2-norm model errors. The black 
solid curves indicate the true velocity model while the dashed black curves are for the initial velocity model. 
The red and blue curves are for the recovered velocity model shown in Figures 12b and 12c, respectively. 
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Figure 14. One shot gather in FWI with intermediate data for the test of the surface acquisition geometry. 
(a) Recorded data. (b) Predicted data with the initial velocity model shown in Figure 8d. (c) The 

intermediate data generated by shifting the predicted data shown in (b) within half a cycle. (d) The 
predicted data with the recovered model shown in Figure 17b. The dashed black curves indicate the first-

break picks of the record shown in (a).   
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Figure 15. The gradient of (a) conventional FWI and (c) FWI with the intermediate data in the first iteration. 
(b) A smoothed version of (a) using a Gaussian filter, i.e.  1/(2π·σ)e(x2+z2)/2σ2 , where  σ=10，and x  and z 

are in number of cells.  The green dotted lines indicate the sea bottom in the Marmousi model.   
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Figure 16. Evolution of the first breaks throughout the iterations. The red curve indicates the first break of 
the recorded data while the blue curve represents the first break of the predicted data after 60 iterations. 
The black curves denote the first breaks for early iterations. The iteration numbers are drawn on top of 

these curves. The light gray strip around the red curve indicates the half period of the 5-Hz Ricker wavelet. 
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Figure 17. Recovered P-wave velocity models. (a) The recovered P-wave velocity model by using 
conventional FWI starting from the initial model shown in Figure 8d. (b) The recovered P-wave velocity 

model from the initial velocity model shown in Figure 8d by using FWI with intermediate data shifting of the 
predicted data towards the observed data. (c) The same as (b) but the intermediate data are generated by 

shifting the observed data towards the predicted data. (d) The recovered P-wave velocity model with 
conventional FWI starting from the velocity model shown in (b). 
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Figure 18. (a) Velocity profile at a distance of 6.25 km. (b) Normalized L2-norm model errors. The black 
solid curves indicate the true velocity model while the dashed black curves are for the initial velocity model. 

The red and blue curves are for the recovered velocity model shown in Figures 17b and c, respectively. 
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Figure B-1. Comparison of one shot gather generated from the surface-to-horizontal-well geometry with 
different wave equations from the Marmousi models. (a) Using the elastic wave equation with the P-wave 
and S-wave velocities and density models. (b) Using the acoustic wave equation with the P-wave velocity 

and density models. (c) Using the acoustic wave equation with the P-wave velocity model. The trace 
comparison at trace (d) 600, (e) 700 and (f) (800). Blue, red and black curves represent the traces from 

(a), (b) and (c), respectively. 
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Figure B-2. Comparison of one shot gather generated from the surface geometry with different wave 
equations from the Marmousi models. (a) Using the elastic wave equation with the P-wave and S-wave 

velocities and density models. (b) Using the acoustic wave equation with the P-wave velocity and density 
models. (c) Using the acoustic wave equation with the P-wave velocity model. The trace comparison at trace 

(d) 600, (e) 700 and (f) (800). Blue, red and black curves represent the traces from (a), (b) and (c), 
respectively. 
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Figure B-3. Gradients of FWI with the intermediate data for the surface-to-horizontal-well geometry at 
different iterations. The green dotted lines indicate the sea bottom in the Marmousi model. 
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Figure B-4. Recovered P-wave velocity model using FWI with the intermediate data for the surface-to-
horizontal-well geometry at different iterations. 
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Figure B-5. Gradients of FWI with the intermediate data for the surface geometry at different iterations. The 
green dotted lines indicate the sea bottom in the Marmousi model. 

160x113mm (300 x 300 DPI) 

Page 59 of 60 GEOPHYSICS

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

This paper presented here as accepted for publication in Geophysics prior to copyediting and composition. 
© 2019 Society of Exploration Geophysicists.

D
ow

nl
oa

de
d 

02
/1

9/
19

 to
 1

55
.1

98
.1

00
.1

89
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SE
G

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 T
er

m
s 

of
 U

se
 a

t h
ttp

://
lib

ra
ry

.s
eg

.o
rg

/



 

Figure B-6. Recovered P-wave velocity model using FWI with the intermediate data for the surface geometry 
at different iterations. 
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    Data associated with this research are available and can be obtained by contacting the corresponding
author.
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