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# 题目1.1，2.1，2.2

## **一、**题目理解

### 1.1 题目1.1

### 1.2 题目2.1

### 1.3 题目2.2

## 二、算法原理阐述

### 2.1

### 2.2

### 2.3

### 2.4

### 2.5

### 2.6

### 2.7

## 三、算法设计思路

### 3.1 三个题目整体的实现思路

### 3.2 决策树类的实现思路

### 3.3 剪枝部分的实现思路

## 四、代码结构及核心部分介绍

### 4.1 整体代码结构

（1）DesicionTree类的成员以及方法函数

下面逐一介绍各自的方法及作用：

**成员变量：**

**方法函数：**

### 4.2 核心部分介绍

## 五、题目1.1实验流程、测试结果及分析

### 4.1 流程与测试结果

**4.1.1 实验流程**

**4.1.2 测试结果**

### 4.2 结果分析

## 题目2.1实验流程、测试结果及分析

### 6.1 流程与测试结果

**6.1.1 实验流程**

**6.1.2 测试结果**

## **七、**题目2.2实验流程、测试结果及分析

### 7.1 流程与测试结果

**7.1.1 实验流程**

**7.1.2 测试结果**

## **八、**问题与收获

### 8.1 遇到的问题

### 8.2收获

## **九、**参考资料