### [Kafka 0.9+Zookeeper3.4.6集群搭建、配置，新Client API的使用要点，高可用性测试，以及各种坑](http://kelgon.iteye.com/blog/2287985)

Kafka 0.9版本对java client的api做出了较大调整，本文主要总结了Kafka 0.9在集群搭建、高可用性、新API方面的相关过程和细节，以及本人在安装调试过程中踩出的各种坑。

关于Kafka的结构、功能、特点、适用场景等，网上到处都是，我就不再赘述了，直接进入正文

Kafka 0.9集群安装配置

操作系统：CentOS 6.5

**1. 安装Java环境**

    Zookeeper和Kafka的运行都需要Java环境，所以先安装JRE，Kafka默认使用G1垃圾回收器，如果不更改垃圾回收器，官方推荐使用 7u51以上版本的JRE。如果你使用老版本的JRE，需要更改Kafka的启动脚本，指定G1以外的垃圾回收器。Java环境的安装过程在此不赘述了。

**2. Zookeeper集群搭建**

    Kafka依赖Zookeeper管理自身集群（Broker、Offset、Producer、Consumer等），所以先要安装 Zookeeper。自然，为了达到高可用的目的，Zookeeper自身也不能是单点，接下来就介绍如何搭建一个最小的Zookeeper集群（3个 zk节点）

    此处选用Zookeeper的版本是3.4.6，此为Kafka0.9中推荐的Zookeeper版本。

    首先解压

tar -xzvf zookeeper-3.4.6.tar.gz

    进入zookeeper的conf目录，将zoo\_sample.cfg复制一份，命名为zoo.cfg，此即为Zookeeper的配置文件

cp zoo\_sample.cfg zoo.cfg

    编辑zoo.cfg

# The number of milliseconds of each tick   
tickTime=2000   
# The number of ticks that the initial   
# synchronization phase can take   
initLimit=10   
# The number of ticks that can pass between   
# sending a request and getting an acknowledgement   
syncLimit=5   
# the directory where the snapshot is stored.   
dataDir=/data/zk/zk0/data   
dataLogDir=/data/zk/zk0/logs   
# the port at which the clients will connect   
clientPort=2181   
server.0=10.0.0.100:4001:4002   
server.1=10.0.0.101:4001:4002   
server.2=10.0.0.102:4001:4002

* dataDir和dataLogDir的路径需要在启动前创建好
* clientPort为zookeeper的服务端口
* server.0/1/2为zk集群中三个node的信息，定义格式为hostname:port1:port2，其中port1是node间通信使用的端口，port2是node选举使用的端口，需确保三台主机的这两个端口都是互通的

    在另外两台主机上执行同样的操作，安装并配置zookeeper

    分别在三台主机的dataDir路径下创建一个文件名为myid的文件，文件内容为该zk节点的编号。例如在第一台主机上建立的myid文件内容是0，第二台是1。

    接下来，启动三台主机上的zookeeper服务：

bin/zkServer.sh start

    3个节点都启动完成后，可依次执行如下命令查看集群状态：

bin/zkServer.sh status

    命令输出如下：

    Mode: leader 或 Mode: follower

    3个节点中，应有1个leader和两个follower

    验证zookeeper集群高可用性：

    假设目前3个zk节点中，server0为leader，server1和server2为follower

    我们停掉server0上的zookeeper服务：

bin/zkServer.sh stop

    再到server1和server2上查看集群状态，会发现此时server1（也有可能是server2）为leader，另一个为follower。

    再次启动server0的zookeeper服务，运行zkServer.sh status检查，发现新启动的server0也为follower

    至此，zookeeper集群的安装和高可用性验证完成。

    附：Zookeeper默认会将控制台信息输出到启动路径下的zookeeper.out中，显然在生产环境中我们不能允许Zookeeper这样做，通过如下方法，可以让Zookeeper输出按尺寸切分的日志文件：

    修改conf/log4j.properties文件，将

    zookeeper.root.logger=INFO, **CONSOLE**

    改为

    zookeeper.root.logger=INFO, **ROLLINGFILE**

    修改bin/zkEnv.sh文件，将

    ZOO\_LOG4J\_PROP="INFO,**CONSOLE**"

    改为

    ZOO\_LOG4J\_PROP="INFO,**ROLLINGFILE**"

    然后重启zookeeper，就ok了

**3. Kafka集群搭建**

    此例中，我们会安装配置一个有两个Broker组成的Kafka集群，并在其上创建一个两个分区的Topic

    本例中使用Kafka最新版本0.9.0.1

    首先解压

tar -xzvf kafka\_2.11-0.9.0.1.tgz

    编辑config/server.properties文件，下面列出关键的参数

#此Broker的ID，集群中每个Broker的ID不可相同  
broker.id=0  
#监听器，端口号与port一致即可  
listeners=PLAINTEXT://:9092  
#Broker监听的端口  
port=9092  
#Broker的Hostname，填主机IP即可  
host.name=10.0.0.100  
#向Producer和Consumer建议连接的Hostname和port（此处有坑，具体见后）  
advertised.host.name=10.0.0.100  
advertised.port=9092  
#进行IO的线程数，应大于主机磁盘数  
num.io.threads=8  
#消息文件存储的路径  
log.dirs=/data/kafka-logs  
#消息文件清理周期，即清理x小时前的消息记录  
log.retention.hours=168  
#每个Topic默认的分区数，一般在创建Topic时都会指定分区数，所以这个配成1就行了  
num.partitions=1  
#Zookeeper连接串，此处填写上一节中安装的三个zk节点的ip和端口即可  
zookeeper.connect=10.0.0.100:2181,10.0.0.101:2181,10.0.0.102:2181

    配置项的详细说明请见官方文档：http://kafka.apache.org/documentation.html#brokerconfigs

**此处的坑：**

按 照官方文档的说法，advertised.host.name和advertised.port这两个参数用于定义集群向Producer和 Consumer广播的节点host和port，如果不定义的话，会默认使用host.name和port的定义。但在实际应用中，我发现如果不定义 advertised.host.name参数，使用Java客户端从远端连接集群时，会发生连接超时，抛出异 常：org.apache.kafka.common.errors.TimeoutException: Batch Expired  
  
经过debug发现，连接到集群是成功的，但连接到集群后更新回来的集群meta信息却是错误的：![IMG_256](data:image/png;base64,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)  
能够看到，metadata中的Cluster信息，节点的hostname是iZ25wuzqk91Z这样的一串数字，而不是实际的ip地址 10.0.0.100和101。iZ25wuzqk91Z其实是远端主机的hostname，这说明在没有配置advertised.host.name 的情况下，Kafka并没有像官方文档宣称的那样改为广播我们配置的host.name，而是广播了主机配置的hostname。远端的客户端并没有配置 hosts，所以自然是连接不上这个hostname的。要解决这一问题，把host.name和advertised.host.name都配置成绝对 的ip地址就可以了。

    接下来，我们在另一台主机也完成Kafka的安装和配置，然后在两台主机上分别启动Kafka：

bin/kafka-server-start.sh -daemon config/server.properties

**此处的坑：**

官方给出的后台启动kafka的方法是：

bin/kafka-server-start.sh config/server.properties &

    但用这种方式启动后，只要断开Shell或登出，Kafka服务就会自动shutdown，不知是OS的问题还是SSH的问题还是Kafka自己的问题，总之我改用-daemon方式启动Kafka才不会在断开shell后自动shutdown。

    接下来，我们创建一个名为test，拥有两个分区，两个副本的Topic：

bin/kafka-topics.sh --create --zookeeper 10.0.0.100:2181,10.0.0.101:2181,10.0.0.102:2181 --replication-factor 2 --partitions 2 --topic test

    创建完成后，使用如下命令查看Topic状态：

bin/kafka-topics.sh --describe --zookeeper 10.0.0.100:2181,10.0.0.101:2181,10.0.0.102:2181 --topic test

    输出：

Topic:test PartitionCount:2 ReplicationFactor:2 Configs:  
     Topic: test Partition: 0 Leader: 1 Replicas: 1,0 Isr: 0,1  
     Topic: test Partition: 1 Leader: 0 Replicas: 0,1 Isr: 0,1

    解读：test这个topic，当前有2个分区，分别为0和1，分区0的Leader是1（这个1是broker.id），分区0有两个 Replica（副本），分别是1和0，这两个副本中，Isr（In-sync）的是0和1。分区2的Leader是0，也有两个Replica，同样也 是两个replica都是in-sync状态

至此，Kafka 0.9集群的搭建工作就完成了，接下来我们将介绍新的Java API的使用，以及集群高可用性的验证测试。

**4. 使用Kafka的Producer API来完成消息的推送**

1) Kafka 0.9.0.1的java client依赖：

<dependency>

<groupId>org.apache.kafka</groupId>

<artifactId>kafka-clients</artifactId>

<version>0.9.0.1</version>

</dependency>

2) 写一个KafkaUtil工具类，用于构造Kafka Client

public class KafkaUtil {

private static KafkaProducer<String, String> kp;

public static KafkaProducer<String, String> getProducer() {

if (kp == null) {

Properties props = new Properties();

props.put("bootstrap.servers", "10.0.0.100:9092,10.0.0.101:9092");

props.put("acks", "1");

props.put("retries", 0);

props.put("batch.size", 16384);

props.put("key.serializer", "org.apache.kafka.common.serialization.StringSerializer");

props.put("value.serializer", "org.apache.kafka.common.serialization.StringSerializer");

kp = new KafkaProducer<String, String>(props);

}

return kp;

}

}

  KafkaProducer<K,V>的K代表每条消息的key类型，V代表消息类型。消息的key用于决定此条消息由哪一个partition接收，所以我们需要保证每条消息的key是不同的。

  Producer端的常用配置

* bootstrap.servers：Kafka集群连接串，可以由多个host:port组成
* acks：broker消息确认的模式，有三种：  
  0：不进行消息接收确认，即Client端发送完成后不会等待Broker的确认  
  1：由Leader确认，Leader接收到消息后会立即返回确认信息  
  all：集群完整确认，Leader会等待所有in-sync的follower节点都确认收到消息后，再返回确认信息  
  我们可以根据消息的重要程度，设置不同的确认模式。默认为1
* retries：发送失败时Producer端的重试次数，默认为0
* batch.size：当同时有大量消息要向同一个分区发送时，Producer端会将消息打包后进行批量发送。如果设置为0，则每条消息都独立发送。默认为16384字节
* linger.ms：发送消息前等待的毫秒数，与batch.size配合使用。在消息负载不高的情况下，配置linger.ms能够让Producer在发送消息前等待一定时间，以积累更多的消息打包发送，达到节省网络资源的目的。默认为0
* key.serializer/value.serializer：消息key/value的序列器Class，根据key和value的类型决定
* buffer.memory：消息缓冲池大小。尚未被发送的消息会保存在Producer的内存中，如果消息产生的速度大于消息发送的速度，那么缓冲池满后发送消息的请求会被阻塞。默认33554432字节（32MB）

  更多的Producer配置见官网：http://kafka.apache.org/documentation.html#producerconfigs

  3) 写一个简单的Producer端，每隔1秒向Kafka集群发送一条消息：

public class KafkaTest {

public static void main(String[] args) throws Exception{

Producer<String, String> producer = KafkaUtil.getProducer();

int i = 0;

while(true) {

ProducerRecord<String, String> record = new ProducerRecord<String, String>("test", String.valueOf(i), "this is message"+i);

producer.send(record, new Callback() {

public void onCompletion(RecordMetadata metadata, Exception e) {

if (e != null)

e.printStackTrace();

System.out.println("message send to partition " + metadata.partition() + ", offset: " + metadata.offset());

}

});

i++;

Thread.sleep(1000);

}

}

}

  在调用KafkaProducer的send方法时，可以注册一个回调方法，在Producer端完成发送后会触发回调逻辑，在回调方法的 metadata对象中，我们能够获取到已发送消息的offset和落在的分区等信息。注意，如果acks配置为0，依然会触发回调逻辑，只是拿不到 offset和消息落地的分区信息。

    跑一下，输出是这样的：

message send to partition 0, offset: 28  
message send to partition 1, offset: 26  
message send to partition 0, offset: 29  
message send to partition 1, offset: 27  
message send to partition 1, offset: 28  
message send to partition 0, offset: 30  
message send to partition 0, offset: 31  
message send to partition 1, offset: 29  
message send to partition 1, offset: 30  
message send to partition 1, offset: 31  
message send to partition 0, offset: 32  
message send to partition 0, offset: 33  
message send to partition 0, offset: 34  
message send to partition 1, offset: 32

  乍一看似乎offset乱掉了，但其实这是因为消息分布在了两个分区上，每个分区上的offset其实是正确递增的。

**5. 使用Kafka的Consumer API来完成消息的消费**

1) 改造一下KafkaUtil类，加入Consumer client的构造。

public class KafkaUtil {

private static KafkaProducer<String, String> kp;

private static KafkaConsumer<String, String> kc;

public static KafkaProducer<String, String> getProducer() {

if (kp == null) {

Properties props = new Properties();

props.put("bootstrap.servers", "10.0.0.100:9092,10.0.0.101:9092");

props.put("acks", "1");

props.put("retries", 0);

props.put("batch.size", 16384);

props.put("key.serializer", "org.apache.kafka.common.serialization.StringSerializer");

props.put("value.serializer", "org.apache.kafka.common.serialization.StringSerializer");

kp = new KafkaProducer<String, String>(props);

}

return kp;

}

public static KafkaConsumer<String, String> getConsumer() {

if(kc == null) {

Properties props = new Properties();

props.put("bootstrap.servers", "10.0.0.100:9092,10.0.0.101:9092");

props.put("group.id", "1");

props.put("enable.auto.commit", "true");

props.put("auto.commit.interval.ms", "1000");

props.put("session.timeout.ms", "30000");

props.put("key.deserializer", "org.apache.kafka.common.serialization.StringDeserializer");

props.put("value.deserializer", "org.apache.kafka.common.serialization.StringDeserializer");

kc = new KafkaConsumer<String, String>(props);

}

return kc;

}

}

  同样，我们介绍一下Consumer常用配置

* bootstrap.servers/key.deserializer/value.deserializer：和Producer端的含义一样，不再赘述
* fetch.min.bytes：每次最小拉取的消息大小（byte）。Consumer会等待消息积累到一定尺寸后进行批量拉取。默认为1，代表有一条就拉一条
* max.partition.fetch.bytes：每次从单个分区中拉取的消息最大尺寸（byte），默认为1M
* group.id：Consumer的group id，同一个group下的多个Consumer不会拉取到重复的消息，不同group下的Consumer则会保证拉取到每一条消息。注意，同一个group下的consumer数量不能超过分区数。
* enable.auto.commit：是否自动提交已拉取消息的offset。提交offset即视为该消息已经成功被消费，该组下的Consumer无法再拉取到该消息（除非手动修改offset）。默认为true
* auto.commit.interval.ms：自动提交offset的间隔毫秒数，默认5000。

  全部的Consumer配置见官方文档：http://kafka.apache.org/documentation.html#newconsumerconfigs

2) 编写Consumer端：

public class KafkaTest {

public static void main(String[] args) throws Exception{

KafkaConsumer<String, String> consumer = KafkaUtil.getConsumer();

consumer.subscribe(Arrays.asList("test"));

while(true) {

ConsumerRecords<String, String> records = consumer.poll(1000);

for(ConsumerRecord<String, String> record : records) {

System.out.println("fetched from partition " + record.partition() + ", offset: " + record.offset() + ", message: " + record.value());

}

}

}

}

  运行输出：

fetched from partition 0, offset: 28, message: this is message0  
fetched from partition 0, offset: 29, message: this is message2  
fetched from partition 0, offset: 30, message: this is message5  
fetched from partition 0, offset: 31, message: this is message6  
fetched from partition 0, offset: 32, message: this is message10  
fetched from partition 0, offset: 33, message: this is message11  
fetched from partition 0, offset: 34, message: this is message12  
fetched from partition 1, offset: 26, message: this is message1  
fetched from partition 1, offset: 27, message: this is message3  
fetched from partition 1, offset: 28, message: this is message4  
fetched from partition 1, offset: 29, message: this is message7  
fetched from partition 1, offset: 30, message: this is message8  
fetched from partition 1, offset: 31, message: this is message9  
fetched from partition 1, offset: 32, message: this is message13

说明：

* KafkaConsumer的poll方法即是从Broker拉取消息，在poll之前首先要用subscribe方法订阅一个Topic。
* poll方法的入参是拉取超时毫秒数，如果没有新的消息可供拉取，consumer会等待指定的毫秒数，到达超时时间后会直接返回一个空的结果集。
* 如 果Topic有多个partition，KafkaConsumer会在多个partition间以轮询方式实现负载均衡。如果启动了多个 Consumer线程，Kafka也能够通过zookeeper实现多个Consumer间的调度，保证同一组下的Consumer不会重复消费消息。注 意，Consumer数量不能超过partition数，超出部分的Consumer无法拉取到任何数据。
* 可以看出，拉取到的消息并不是完全顺序化的，kafka只能保证一个partition内的消息先进先出，所以在跨partition的情况下，消息的顺序是没有保证的。
* 本 例中采用的是自动提交offset，Kafka client会启动一个线程定期将offset提交至broker。假设在自动提交的间隔内发生故障（比如整个JVM进程死掉），那么有一部分消息是会被 重复消费的。要避免这一问题，可使用手动提交offset的方式。构造consumer时将enable.auto.commit设为false，并在代 码中用consumer.commitSync()来手动提交。

如果不想让kafka控制consumer拉取数据时在partition间的负载均衡，也可以手工控制：

public static void main(String[] args) throws Exception{

KafkaConsumer<String, String> consumer = KafkaUtil.getConsumer();

String topic = "test";

TopicPartition partition0 = new TopicPartition(topic, 0);

TopicPartition partition1 = new TopicPartition(topic, 1);

consumer.assign(Arrays.asList(partition0, partition1));

while(true) {

ConsumerRecords<String, String> records = consumer.poll(100);

for(ConsumerRecord<String, String> record : records) {

System.out.println("fetched from partition " + record.partition() + ", offset: " + record.offset() + ", message: " + record.value());

}

consumer.commitSync();

}

}

 使用consumer.assign()方法为consumer线程指定1个或多个partition。

**此处的坑：**

在测试中我发现，如果用手工指定partition的方法拉取消息，不知为何kafka的自动提交offset机制会失效，必须使用手动方式才能正确提交已消费的消息offset。

  题外话：

在 真正的应用环境中，Consumer端将消息拉取下来后要做的肯定不止是输出出来这么简单，在消费消息时很有可能需要花掉更多的时间。1个 Consumer线程消费消息的速度很有可能是赶不上Producer产生消息的速度，所以我们不得不考虑Consumer端采用多线程模型来消费消息。  
然而KafkaConsumer并不是线程安全的，多个线程操作同一个KafkaConsumer实例会出现各种问题，Kafka官方对于Consumer端的多线程处理给出的指导建议如下：  
  
1. 每个线程都持有一个KafkaConsumer对象  
好处：

* 实现简单
* 不需要线程间的协作，效率最高
* 最容易实现每个Partition内消息的顺序处理

弊端：

* 每个KafkaConsumer都要与集群保持一个TCP连接
* 线程数不能超过Partition数
* 每一batch拉取的数据量会变小，对吞吐量有一定影响

2. 解耦，1个Consumer线程负责拉取消息，数个Worker线程负责消费消息  
好处：

* 可自由控制Worker线程的数量，不受Partition数量限制

弊端：

* 消息消费的顺序无法保证
* 难以控制手动提交offset的时机

个人认为第二种方式更加可取，consumer数不能超过partition数这个限制是很要命的，不可能为了提高Consumer消费消息的效率而把Topic分成更多的partition，partition越多，集群的高可用性就越低。

**6. Kafka集群高可用性测试**

1) 查看当前Topic的状态：

/kafka-topics.sh --describe --zookeeper 10.0.0.100:2181,10.0.0.101:2181,10.0.0.102:2181 --topic test

  输出：

Topic:test PartitionCount:2 ReplicationFactor:2 Configs:  
   Topic: test Partition: 0 Leader: 1 Replicas: 1,0 Isr: 0,1  
   Topic: test Partition: 1 Leader: 0 Replicas: 0,1 Isr: 0,1

  可以看到，partition0的leader是broker1，parition1的leader是broker0

2) 启动Producer向Kafka集群发送消息

  输出：

message send to partition 0, offset: 35  
message send to partition 1, offset: 33  
message send to partition 0, offset: 36  
message send to partition 1, offset: 34  
message send to partition 1, offset: 35  
message send to partition 0, offset: 37  
message send to partition 0, offset: 38  
message send to partition 1, offset: 36  
message send to partition 1, offset: 37

3) 登录SSH将broker0，也就是partition 1的leader kill掉

  再次查看Topic状态：

Topic:test PartitionCount:2 ReplicationFactor:2 Configs:  
  Topic: test Partition: 0 Leader: 1 Replicas: 1,0 Isr: 1  
  Topic: test Partition: 1 Leader: 1 Replicas: 0,1 Isr: 1

  可以看到，当前parition0和parition1的leader都是broker1了

  此时再去看Producer的输出：

[kafka-producer-network-thread | producer-1] DEBUG org.apache.kafka.common.network.Selector - Connection with /10.0.0.100 disconnected  
java.net.ConnectException: Connection refused: no further information  
    at sun.nio.ch.SocketChannelImpl.checkConnect(Native Method)  
    at sun.nio.ch.SocketChannelImpl.finishConnect(SocketChannelImpl.java:739)  
    at org.apache.kafka.common.network.PlaintextTransportLayer.finishConnect(PlaintextTransportLayer.java:54)  
    at org.apache.kafka.common.network.KafkaChannel.finishConnect(KafkaChannel.java:72)  
    at org.apache.kafka.common.network.Selector.poll(Selector.java:274)  
    at org.apache.kafka.clients.NetworkClient.poll(NetworkClient.java:256)  
    at org.apache.kafka.clients.producer.internals.Sender.run(Sender.java:216)  
    at org.apache.kafka.clients.producer.internals.Sender.run(Sender.java:128)  
    at java.lang.Thread.run(Thread.java:745)  
[kafka-producer-network-thread | producer-1] DEBUG org.apache.kafka.clients.Metadata - Updated cluster metadata version 7 to Cluster(nodes = [Node(1, 10.0.0.101, 9092)], partitions = [Partition(topic = test, partition = 1, leader = 1, replicas = [1,], isr = [1,], Partition(topic = test, partition = 0, leader = 1, replicas = [1,], isr = [1,]])

  能看到Producer端的DEBUG日志显示与broker0的链接断开了，此时Kafka立刻开始更新集群metadata，更新后的metadata表示broker1现在是两个partition的leader，Producer进程很快就恢复继续运行，没有漏发任何消息，能够看出Kafka集群的故障切换机制还是很厉害的

4) 我们再把broker0启动起来

bin/kafka-server-start.sh -daemon config/server.properties

  然后再次检查Topic状态：

Topic:test PartitionCount:2 ReplicationFactor:2 Configs:  
   Topic: test Partition: 0 Leader: 1 Replicas: 1,0 Isr: 1,0  
   Topic: test Partition: 1 Leader: 1 Replicas: 0,1 Isr: 1,0

  我们看到，broker0启动起来了，并且已经是in-sync状态（注意Isr从1变成了1,0），但此时两个partition的leader还都是 broker1，也就是说当前broker1会承载所有的发送和拉取请求。这显然是不行的，我们要让集群恢复到负载均衡的状态。

  这时候，需要使用Kafka的选举工具触发一次选举：

bin/kafka-preferred-replica-election.sh --zookeeper 10.0.0.100:2181,10.0.0.101:2181,10.0.0.102:2181

  选举完成后，再次查看Topic状态：

Topic:test PartitionCount:2 ReplicationFactor:2 Configs:  
   Topic: test Partition: 0 Leader: 1 Replicas: 1,0 Isr: 1,0  
   Topic: test Partition: 1 Leader: 0 Replicas: 0,1 Isr: 1,0

  可以看到，集群重新回到了broker0挂掉之前的状态

  但此时，Producer端产生了异常：

org.apache.kafka.common.errors.NotLeaderForPartitionException: This server is not the leader for that topic-partition.

  原因是Producer端在尝试向broker1的parition0发送消息时，partition0的leader已经切换成了broker0，所以消息发送失败。

  此时用Consumer去消费消息，会发现消息的编号不连续了，确实漏发了一条消息。这是因为我们在构造Producer时设定了retries=0，所以在发送失败时Producer端不会尝试重发。

  将retries改为3后再次尝试，会发现leader切换时再次发生了同样的问题，但Producer的重发机制起了作用，消息重发成功，启动Consumer端检查也证实了所有消息都发送成功了。

每 次集群单点发生故障恢复后，都需要进行重新选举才能彻底恢复集群的leader分配，如果嫌每次这样做很麻烦，可以在broker的配置文件（即 server.properties）中配置auto.leader.rebalance.enable=true，这样broker在启动后就会自动进 行重新选举

至此，我们通过测试证实了集群出现单点故障和恢复的过程中，Producer端能够保持正确运转。接下来我们看一下Consumer端的表现：

5) 同时启动Producer进程和Consumer进程

  此时Producer一边在生产消息，Consumer一边在消费消息

6) 把broker0干掉，观察Consumer端的输出：

能看到，在broker0挂掉后，consumer也端产生了一系列INFO和WARN输出，但同Producer端一样，若干秒后自动恢复，消息仍然是连续的，并未出现断点。

7) 再次把broker0启动，并触发重新选举，然后观察输出：

fetched from partition 0, offset: 418, message: this is message48  
fetched from partition 0, offset: 419, message: this is message49  
[main] INFO org.apache.kafka.clients.consumer.internals.ConsumerCoordinator - Offset commit for group 1 failed due to NOT\_COORDINATOR\_FOR\_GROUP, will find new coordinator and retry  
[main] INFO org.apache.kafka.clients.consumer.internals.AbstractCoordinator - Marking the coordinator 2147483646 dead.  
[main] WARN org.apache.kafka.clients.consumer.internals.ConsumerCoordinator - Auto offset commit failed: This is not the correct coordinator for this group.  
fetched from partition 1, offset: 392, message: this is message50  
fetched from partition 0, offset: 420, message: this is message51

  能看到，重选举后Consumer端也输出了一些日志，意思是在提交offset时发现当前的调度器已经失效了，但很快就重新获取了新的有效调度器，恢复 了offset的自动提交，验证已提交offset的值也证明了offset提交并未因leader切换而发生错误。

  如上，我们也通过测试证实了Kafka集群出现单点故障时，Consumer端的功能正确性。