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Abstract

Significant recent advances in Machine Learning have resulted in an explosion of interest in the field and its possible applications. Reinforcement Learning is a sub-field of ML which attempts to address the control question, including in the control of difficult-to-model, dynamic systems. Reinforcement Learning has undergone particular growth, with several recent high-profile successes. In this paper, I introduce the field of Reinforcement Learning, and describe its strengths and weaknesses to help the reader understand if the approach is appropriate for their control problem.
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Problem Statement

Imagine a child learning to ride a bicycle. From their senses, the child is confronted with a continued stream of useful information that describes the current state of their bicycle-riding adventure. For example, this data includes the angle of their handlebars, the amount of weight being shifted from one side of the bike to the other, the speed at which the bicycle is being ridden, an observation of the type of surface being ridden on, and any pain in their knee there may be from previous falls and scrapes. After many experiences and experiments, the child has sufficient data to learn to ride, maximizing the positive parts of the experience (euphoria from speed and independence, parental congratulations), while minimizing the negative aspects (falls, scrapes, embarrassment).

Mathematically, we attempt to describe this problem with a Markov Decision Process (MDP). An MDP is a tuple , where is the set of all states the problem might be in (in the case of a bicycle, this could include angle from upright, the angle of the handlebars, the current speed, the road surface, etc.); is the set of all actions the agent can take (turn the handlebars, pedal at some speed, etc.), is a transition kernel describing the probabilities of transitioning between two states when performing an action (, where ); is a reward function (for example, positive numbers for states in which the rider has reached a goal, or negative numbers for states in which the rider’s knee hurts), and is a discount factor, which is used to describe how much we prefer rewards in the short term to rewards in the long term.

The goal of the agent moving through the states of this MDP is to learn behavior (mathematically, a policy ) which maximizes the rewards received, as expressed by the Bellman equation, . This policy is learned from a number of samples of the form . A wide variety of approaches of learning effective policies exist, and have been active areas of research for decades.

Progress and Successes

The Bellman equation was introduced in the late 1950s. Progress in the decades since are best reviewed in Sutton and Barto (2018). Common experiments included some very basic control problems, including the Inverted Pendulum, in which a rod on a hinge must be kept balanced upright by moving its base left and right, and the Mountain Car, when an underpowered car in a valley must gain momentum by accelerating and reversing.

Very recently, however, neural network theory and GPU hardware have combined to produce some extremely effective agents on much more difficult problems. In 2015, Mnih et al. published a paper in which deep neural networks approximated the Bellman equation accurately enough to produce a policy capable of playing many Atari games at a super-human level. In the few years since, deep neural networks have produced agents capable of performing a wide range of difficult planning and control problems, including robotic control, humanoid mobility, and the world’s best players of the games of Go and chess (for example, Shulman et al., 2015 and 2017; Mnih et al., 2016; and Silver et al., 2017 and 2018), all purely from experience and without any human modeling or knowledge.

This research has resulted in a number of easily-deployed algorithms that can learn useful policies on a wide variety of tasks. This opens the door for the application of RL to real-world control problems.

Advantages

The Bellman equation was introduced in the late 195

Disadvantages

The Bellman equation was introduced in the late 195
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