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## The 3 types of Logistic Regression: When to use Multinomial Logistic Regression

Multinomial Logistic Regression is useful when an outcome variable has more than two categories with no inherent ranking and we want to model the probability of each outcome. Binomial Logistic Regression can be used to predict a categorical outcome with only two possibilities. Ordinal Logistic Regression is preferred when the outcome variable has more than 2 categorical outcomes and is logically ordered. The nature of the outcome variable will determine which of the three logistic regression techniques would produce the best model for a given data set. Similar to Binary Logistic Regression, Multinomial Logistic Regression models the probabilities of the outcome categories. However, instead of modeling the probability of one category versus another, Multinomial Logistic Regression models the probability of each category relative to a reference category. 1 or more independent variables are used to predict the probability that an observation belongs to each category of the outcome variable. Generally, Multinomial Logistic Regression is used when categories of the dependent variable have no inherent ranking, such as color of a car, types of drinks, or in this case, wine cultivars (the type of grapes used to make the wine).

Below are some prerequisites that must be met by the data in order to model its outcome using Multinomial Logistic Regression: - The outcome must be categorical with more than two outcomes - The Categorical outcomes must be nominal (not logically ordered) - The data set used to create the model should contain observations that fall into each of the categorical outcomes - The sample size should be large enough to reliably predict each of the unique outcome cases. As the number of categorical outcomes increases, the sample size required to build a robust model to predict each outcome also increases. - Predictor variables should have at least 10-15 observations (more is better) in order for them to be considered as included predictors. - Predictor variables should have a measurable impact on the outcome; if they are unrelated or share a weak relationship, we will not be able to reliably predict the outcome based on the values of the predictors.

It is also important that the number of categories and predictor variables are not too large. The number of fitted parameters in a Multinomial Logistic Regression model is given by the formula P(K-1), where P is the number of predictors and K is the number of categories, a high number of either one can lead to a prohibitively complex model.

## Dataset Information:

These data are the results of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars (grape types). The analysis measured the quantities of 13 constituents found in each of the three cultivars.

The attributes are:

1. Alcohol
2. Malic acid
3. Ash
4. Alcalinity of ash
5. Magnesium
6. Total phenols
7. Flavanoids
8. Nonflavanoid phenols
9. Proanthocyanins
10. Color intensity
11. Hue
12. OD280/OD315 of diluted wines
13. Proline

## Research Question: Can we predict the cultivar of wine (Class 1, 2, or 3) based on the values of chemical properties that were recorded in this data using Multinomial Logistic Regression?

Upload the wine data set to R.

# Specify URL  
url <- "https://archive.ics.uci.edu/ml/machine-learning-databases/wine/wine.data"  
  
# Read the dataset into a data frame  
wine.data <- read\_csv(url, col\_names = FALSE, show\_col\_types = FALSE)  
  
# Add column Names  
colnames(wine.data) <- c("Class", "Alcohol", "MalicAcid", "Ash", "AlcalinityOfAsh", "Magnesium", "TotalPhenols", "Flavanoids", "NonflavanoidPhenols", "Proanthocyanins", "ColorIntensity", "Hue", "OD280/OD315", "Proline")

The response variable “Class” was loaded in as a numeric data type. In Multinomial Logistic Regression, the response variable is categorical, so we will change the “Class” variable from a numeric to a factor. Now we can check the structure of the Data and the Summary to ensure it was uploaded successfully.

wine.data$Class <- as.factor(wine.data$Class)  
str(wine.data)

## spc\_tbl\_ [178 × 14] (S3: spec\_tbl\_df/tbl\_df/tbl/data.frame)  
## $ Class : Factor w/ 3 levels "1","2","3": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Alcohol : num [1:178] 14.2 13.2 13.2 14.4 13.2 ...  
## $ MalicAcid : num [1:178] 1.71 1.78 2.36 1.95 2.59 1.76 1.87 2.15 1.64 1.35 ...  
## $ Ash : num [1:178] 2.43 2.14 2.67 2.5 2.87 2.45 2.45 2.61 2.17 2.27 ...  
## $ AlcalinityOfAsh : num [1:178] 15.6 11.2 18.6 16.8 21 15.2 14.6 17.6 14 16 ...  
## $ Magnesium : num [1:178] 127 100 101 113 118 112 96 121 97 98 ...  
## $ TotalPhenols : num [1:178] 2.8 2.65 2.8 3.85 2.8 3.27 2.5 2.6 2.8 2.98 ...  
## $ Flavanoids : num [1:178] 3.06 2.76 3.24 3.49 2.69 3.39 2.52 2.51 2.98 3.15 ...  
## $ NonflavanoidPhenols: num [1:178] 0.28 0.26 0.3 0.24 0.39 0.34 0.3 0.31 0.29 0.22 ...  
## $ Proanthocyanins : num [1:178] 2.29 1.28 2.81 2.18 1.82 1.97 1.98 1.25 1.98 1.85 ...  
## $ ColorIntensity : num [1:178] 5.64 4.38 5.68 7.8 4.32 6.75 5.25 5.05 5.2 7.22 ...  
## $ Hue : num [1:178] 1.04 1.05 1.03 0.86 1.04 1.05 1.02 1.06 1.08 1.01 ...  
## $ OD280/OD315 : num [1:178] 3.92 3.4 3.17 3.45 2.93 2.85 3.58 3.58 2.85 3.55 ...  
## $ Proline : num [1:178] 1065 1050 1185 1480 735 ...  
## - attr(\*, "spec")=  
## .. cols(  
## .. X1 = col\_double(),  
## .. X2 = col\_double(),  
## .. X3 = col\_double(),  
## .. X4 = col\_double(),  
## .. X5 = col\_double(),  
## .. X6 = col\_double(),  
## .. X7 = col\_double(),  
## .. X8 = col\_double(),  
## .. X9 = col\_double(),  
## .. X10 = col\_double(),  
## .. X11 = col\_double(),  
## .. X12 = col\_double(),  
## .. X13 = col\_double(),  
## .. X14 = col\_double()  
## .. )  
## - attr(\*, "problems")=<externalptr>

We should also check our data set for any missing values before proceeding.

# search entire data set for any missing values  
missing\_vals <- colSums(is.na(wine.data))  
  
# Display the results  
print(missing\_vals)

## Class Alcohol MalicAcid Ash   
## 0 0 0 0   
## AlcalinityOfAsh Magnesium TotalPhenols Flavanoids   
## 0 0 0 0   
## NonflavanoidPhenols Proanthocyanins ColorIntensity Hue   
## 0 0 0 0   
## OD280/OD315 Proline   
## 0 0

We can see from the output that there is no missing data to be handled.

One of the column names in our data set has a format that could cause problems. Let’s replace the “/” with “\_” in the “OD280/OD315” column to prevent any interpretability issues that could arise later on.

colnames(wine.data)[colnames(wine.data) == "OD280/OD315"] <- "OD280\_OD315"

We can run the summary function to get an overview of our dataset in its current state.

summary(wine.data)

## Class Alcohol MalicAcid Ash AlcalinityOfAsh  
## 1:59 Min. :11.03 Min. :0.740 Min. :1.360 Min. :10.60   
## 2:71 1st Qu.:12.36 1st Qu.:1.603 1st Qu.:2.210 1st Qu.:17.20   
## 3:48 Median :13.05 Median :1.865 Median :2.360 Median :19.50   
## Mean :13.00 Mean :2.336 Mean :2.367 Mean :19.49   
## 3rd Qu.:13.68 3rd Qu.:3.083 3rd Qu.:2.558 3rd Qu.:21.50   
## Max. :14.83 Max. :5.800 Max. :3.230 Max. :30.00   
## Magnesium TotalPhenols Flavanoids NonflavanoidPhenols  
## Min. : 70.00 Min. :0.980 Min. :0.340 Min. :0.1300   
## 1st Qu.: 88.00 1st Qu.:1.742 1st Qu.:1.205 1st Qu.:0.2700   
## Median : 98.00 Median :2.355 Median :2.135 Median :0.3400   
## Mean : 99.74 Mean :2.295 Mean :2.029 Mean :0.3619   
## 3rd Qu.:107.00 3rd Qu.:2.800 3rd Qu.:2.875 3rd Qu.:0.4375   
## Max. :162.00 Max. :3.880 Max. :5.080 Max. :0.6600   
## Proanthocyanins ColorIntensity Hue OD280\_OD315   
## Min. :0.410 Min. : 1.280 Min. :0.4800 Min. :1.270   
## 1st Qu.:1.250 1st Qu.: 3.220 1st Qu.:0.7825 1st Qu.:1.938   
## Median :1.555 Median : 4.690 Median :0.9650 Median :2.780   
## Mean :1.591 Mean : 5.058 Mean :0.9574 Mean :2.612   
## 3rd Qu.:1.950 3rd Qu.: 6.200 3rd Qu.:1.1200 3rd Qu.:3.170   
## Max. :3.580 Max. :13.000 Max. :1.7100 Max. :4.000   
## Proline   
## Min. : 278.0   
## 1st Qu.: 500.5   
## Median : 673.5   
## Mean : 746.9   
## 3rd Qu.: 985.0   
## Max. :1680.0

Let’s review some important assumptions of Multinomial Logistic Regression:

## Independence of Observations

For this demo we will assume that our data is independent. The overview and description of the data set did not give us any reason to believe otherwise, but it is important to note that we are assuming our observations are independent, which is one of the requirements for using Multinomial Logistic Regression.

## Randomness

Based on the data set description, there is no reason to believe that the data was not randomly selected. For the purposes of this demo, we will assume that the data is randomly sampled.

## Linearity

To perform multinomial logistic regression, there must be a linear relationship between the log-odds of the outcome variable and the predictor variables.

## No Multicollinearity:

Multicollinearity occurs when two or more independent variables are highly correlated with one another. This can cause issues in understanding which variables are responsible for the result of the dependent variable.

## Frequency of Categorical Outcomes

It is also important to check the frequencies of occurrences for each outcome category in the data set. If one outcome occurs significantly more than the others (typically 4:1 or 5:1), the model may skew to predict an increased likelihood of the categorical outcome with the most observations. This is a quick check on the assumption of independence of irrelevant alternatives.

# descriptive data  
descrpts <- descriptives(wine.data, freq = TRUE)  
  
descrpts$frequencies

##   
## FREQUENCIES  
##   
## Frequencies of Class   
## ─────────────────────────────────────────────────   
## Class Counts % of Total Cumulative %   
## ─────────────────────────────────────────────────   
## 1 59 33.14607 33.14607   
## 2 71 39.88764 73.03371   
## 3 48 26.96629 100.00000   
## ─────────────────────────────────────────────────

Class 2 has the largest number of observations in our data set but not enough to require adjustment. Although the number of observations for each categorical outcome are not equal, the distribution of the dependent variable does not warrant concern. Since we don’t have a lot of information regarding the three different wine grapes (represented by Class = 1, 2, or 3), we will choose the categorical outcome with the most observations (Class 2) as the reference category.

wine.data$Class <- relevel(wine.data$Class, ref = "2")  
  
# Convert factor levels to valid variable names  
wine.data$Class <- as.factor(wine.data$Class)  
wine.data$Class <- make.names(as.character(wine.data$Class))  
  
# Set levels for the entire dataset  
wine.data$Class <- factor(wine.data$Class, levels = make.names(c("2", "1", "3")))

Before jumping straight to building our Multinomial Logistic Regression model, it is a good practice to separate the data into testing, validation, and training sets. This will enable us to train our model on one subset, and test the model’s performance on a different subset that the model has not yet seen. This practice gives us a better understanding of our model’s generalizability.

In the below code we will randomly assign 60% of our observations to the training subset, 20% to the testing subset, and 20% to the validation subset.

n <- nrow(wine.data)  
  
set.seed(12345)  
  
tvt <- sample(rep(0:2, c(round(n \* 0.2), round(n \* 0.2), n - 2 \* round(n \* 0.2))), n)  
  
dat.train <- wine.data[tvt == 2,]  
dat.valid <- wine.data[tvt == 1,]  
dat.test <- wine.data[tvt == 0,]  
  
# Check that the sum of the three sets is equal to the total number of rows in the data set  
print(n == nrow(dat.train) + nrow(dat.valid) + nrow(dat.test))

## [1] TRUE

table(tvt)

## tvt  
## 0 1 2   
## 36 36 106

To eliminate predictors, we will use stepwise selection. Stepwise selection uses both forward and backward movement to eliminate and add predictors until a final model is produced based upon a specified selection criterion. In this case we will be minimizing AIC.

# Fit multinomial logistic regression model  
model.multinom <- multinom(Class ~ ., data = dat.train)

## # weights: 45 (28 variable)  
## initial value 116.452903   
## iter 10 value 21.399909  
## iter 20 value 1.848586  
## iter 30 value 0.004400  
## final value 0.000075   
## converged

# Create a temporary file to capture output (setting trace = 0 did not suppress the output)  
sink("temp\_output.txt")  
  
# Perform stepwise AIC  
model.stepwise <- stepAIC(model.multinom, direction = "both", trace.lev = 0)  
  
# Display the summary  
summary(model.stepwise)

## Call:  
## multinom(formula = Class ~ Flavanoids + ColorIntensity + Proline,   
## data = dat.train)  
##   
## Coefficients:  
## (Intercept) Flavanoids ColorIntensity Proline  
## X1 -142.39944 0.5257433 14.30966 0.1094293  
## X3 -34.49088 -25.1572390 19.52752 -0.0223283  
##   
## Std. Errors:  
## (Intercept) Flavanoids ColorIntensity Proline  
## X1 0.1514331 2.169064 1.538274 0.003813835  
## X3 0.5347417 1.885681 2.799196 0.030516384  
##   
## Residual Deviance: 2.737849   
## AIC: 18.73785

Stepwise selection produced a model with three predictors: Flavanoids, ColorIntensity, and Proline. The AIC for this model on the training data was 18.7379.

## Interpreting Coefficients:

Coefficients: (Intercept) Flavanoids ColorIntensity Proline X1 -142.39944 0.5257433 14.30966 0.1094293 X3 -34.49088 -25.1572390 19.52752 -0.0223283

In multinomial logistic regression, one category is chosen as the reference category, and the coefficients for the other categories are expressed relative to this reference category. In our model, Class 2 was chosen as the reference category, therefore we will only see coefficient estimates for Classes 1 and 3.

For each Class (X1, X3 = Class 1, Class 3), there are intercepts and coefficients for the predictor variables included in our model (Flavanoids, ColorIntensity, and Proline).

The coefficient values correspond to the estimated effect that each predictor has on the log-odds of each observation belonging to the respective class, relative to the reference class.

# For example, in X1 (Class 1):

Keeping all other predictors constant, if the value of Flavanoids increases by 1 unit, the log-odds of the observation being categorized as X1 (Class 1) increases by 0.5257433 more than the log-odds of the observation being categorized as X2 (Class 2). To put it more generally, higher levels of Flavanoids result in a higher probability of classifying an observation as Class 1 compared to Class 2.

The coefficient for ColorIntensity is 14.30966, indicating that as ColorIntensity increases by one unit, the log-odds of the observation being categorized as X1 (Class 1) increases by 14.30966 more than the log-odds of the observation being categorized as X2 (Class 2).

The coefficient for Proline is 0.1094293, indicating that as Proline increases by one unit, the log-odds of the observation being categorized as X1 (Class 1) increases by 0.1094293 more than the log-odds of the observation being categorized as X2 (Class 2).

# For X3 (Class 3):

Keeping all other predictors constant, if the value of Flavanoids increases by 1 unit, the log-odds of the observation belonging to X3 (Class 3) decreases by 25.1572390 compared to the log-odds of the observation belonging to X2 (Class 2).

If the value of ColorIntensity increases by 1 unit, the log-odds of the observation belonging to X3 (Class 3) increases by 19.52752 compared to the log-odds of the observation belonging to X2 (Class 2).

If the value of Proline increases by 1 unit, the log-odds of the observation belonging to X3 (Class 3) decreases by 0.0223283 compared to the log-odds of the observation belonging to X2 (Class 2).

## Predictor Significance

Showing the p-values for each class and predictor in our model, we can confirm that each variable is significant:

# Convert the model to tidy format  
tidy\_model <- broom::tidy(model.stepwise)  
  
# Select specific columns using dplyr::select  
p\_vals <- tidy\_model %>%  
 dplyr::select(y.level, term, p.value)  
  
p\_vals

## # A tibble: 8 × 3  
## y.level term p.value  
## <chr> <chr> <dbl>  
## 1 X1 (Intercept) 0   
## 2 X1 Flavanoids 8.08e- 1  
## 3 X1 ColorIntensity 1.37e- 20  
## 4 X1 Proline 4.70e-181  
## 5 X3 (Intercept) 0   
## 6 X3 Flavanoids 1.33e- 40  
## 7 X3 ColorIntensity 3.03e- 12  
## 8 X3 Proline 4.64e- 1

The p-values above show the significance level of the effect of each predictor variable in differentiating each category (X1 and X3) from the reference category (X2).

Most of the p-values for the predictors in our model are below the statistical significance threshold of .05. The two exceptions are Flavanoids for X1 (~0.8085) and Proline for X3 (~.4644). These predictors are included in our model because the p-values for their counterparts are significant (Flavanoids for X3 = 1.333028e-40 and Proline for X1 4.702436e-181).

The p-value of Flavanoids for X1 is above .05. This indicates that the level of Flavanoids does not have a significant impact on predicting whether an observation belongs to Class 1 (X1) or Class 2 (reference category). The p-value of Proline for X3 is above .05. This indicates that the level of Proline does not have a significant impact on predicting whether an observation belongs to Class 3 (X3) or Class 2 (reference category).

## Graphs

Now that we have checked and cleaned up the data, let’s look at a few graphs of the data using different variables for x and y, coloring by class to see if it appears that class can be predicted by variables.

ggplot(data=wine.data,aes(x=Proline,y=ColorIntensity, color=Class))+geom\_point()+  
 labs(  
 title = "Color Intensity vs. Proline",  
 x = "Proline",  
 y = "Color Intensity"  
 )
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ggplot(data=wine.data,aes(x=ColorIntensity ,y=Flavanoids, color=Class))+geom\_point() +  
 labs(  
 title = "Flavanoids vs. Color Intensity",  
 x = "Color Intensity",  
 y = "Falvanoids"  
 )
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ggplot(data=wine.data,aes(x=Proline,y=Flavanoids, color=Class))+ geom\_point() +  
 labs(  
 title = "Flavanoids vs. Proline",  
 x = "Proline",  
 y = "Falvanoids"  
 )

![](data:image/png;base64,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)

As displayed in the graphs above, it appears that the class of wine does have separation when plotting the chosen predictor variables from our model. This likely indicates that our multinomial logistic regression model is better at predicting the class of wine than the intercept only model; we will test this directly later on.

## Checking our Model for Multicollinearity

Before we continue on to predictions, let’s use the model we just created to verify that there is no significant multicollinearity in our chosen model:

Variance Inflation Factors (VIFs) can be used to determine the level of multicollinearity that exists between predictors in a regression model. Larger VIFs indicate higher levels of multicollinearity. Generally, VIFs below 5 are acceptable values for the predictors in a multinomial logistic regression.

The vif() function in R can’t handle multinomial logistic regression models, however we can input our model as a multiple linear Regression strictly for the purposes of checking for multicollinearity with the vif() function.

# Convert class variable from a factor to a numeric to test for the VIF values  
dat.train.vif <- dat.train  
dat.train.vif$Class <- as.numeric(dat.train.vif$Class)  
  
# Use same predictors and data as in model.stepwise  
model.vif <- lm(Class ~ Flavanoids + ColorIntensity + Proline, data = dat.train.vif)  
  
# Calculate VIF values for predictors  
vif\_values <- vif(model.vif)  
  
# Display VIF values  
print(vif\_values)

## Flavanoids ColorIntensity Proline   
## 1.426135 1.259120 1.513569

The VIFs for each of the predictors in our model are close to 1, indicating that there is no strong evidence of multicollinearity.

|  |
| --- |
| ## Predictions |
| Now that we have produced our model, we can use it to make predictions on the validation data (which the model has not yet seen) and assess its performance. |
| The function below computes a confusion matrix for a given model and data set: |
| ```r calc\_confusions <- function(model, data) { |
| # Make class predictions pred.class <- predict(model, newdata = data) |
| # Convert factor levels levels(pred.class) <- c(“Class 2”, “Class 1”, “Class 3”) levels(data$Class) <- c(“Class 2”, “Class 1”, “Class 3”) |
| # Calculate accuracy ConfuseMatrix <- table(Actual = data$Class, Predicted = pred.class) |
| return(ConfuseMatrix) } ``` |
| r confusion.valid <- calc\_confusions(model.stepwise, dat.valid) confusion.valid |
| ## Predicted ## Actual Class 2 Class 1 Class 3 ## Class 2 12 1 0 ## Class 1 0 11 0 ## Class 3 0 0 12 |
| # Interpreting a 3 x 3 confusion matrix: |
| A 3 x 3 confusion matrix can be used when the outcome variable has 3 classes as opposed to 2. It extends the concepts of True Positives, True Negatives, False Negatives, and False Positives to 3 classes. |
| The main diagonal represents correct classifications. The counts that are not on the main diagonal represent incorrect classifications. For the validation data, our model made 35 out of 36 correct classifications. There was 1 incorrect classification that is shown in the first row of the second column, indicating there was 1 instance in which the model incorrectly classified a Class 2 observation as a Class 1 observation. |
| The Actual distribution of our 36 observations in dat.valid are as follows: Class 2: 13 Class 1: 11 Class 3: 12 |
| The Predicted distribution of our 36 observations in dat.valid are as follows: Class 2: 12 Class 1: 12 Class 3: 12 |
| # Accuracy Now we can compute the overall accuracy, as well as the accuracy for each class using the confusion matrix that we produced. Accuracy can be easily computed from the 3x3 confusion matrix. |
| Accuracy: The proportion of correctly predicted instances divided by the total instances. |
| ```r # Overall Accuracy accuracy.valid <- sum(diag(confusion.valid))/sum(confusion.valid) |
| # Class 2 accuracy.valid.class2 <- confusion.valid[1, 1] / sum(confusion.valid[1, ]) |
| # Class 1 accuracy.valid.class1 <- confusion.valid[2, 2] / sum(confusion.valid[2, ]) |
| # Class 3 accuracy.valid.class3 <- confusion.valid[3, 3] / sum(confusion.valid[3, ]) |
| # Print or use the accuracy values as needed cat(“Overall Accuracy:”, accuracy.valid, “”) ``` |
| ## Overall Accuracy: 0.9722222 |
| r cat("Accuracy for Class 2:", accuracy.valid.class2, "\n") |
| ## Accuracy for Class 2: 0.9230769 |
| r cat("Accuracy for Class 1:", accuracy.valid.class1, "\n") |
| ## Accuracy for Class 1: 1 |
| r cat("Accuracy for Class 3:", accuracy.valid.class3, "\n") |
| ## Accuracy for Class 3: 1 |
| r #compare accuracy of test to frequencies in data. For a good model, we want the accuracy to be above the percent of occurrences in each class: descrpts$frequencies |
| ## ## FREQUENCIES ## ## Frequencies of Class ## ───────────────────────────────────────────────── ## Class Counts % of Total Cumulative % ## ───────────────────────────────────────────────── ## 1 59 33.14607 33.14607 ## 2 71 39.88764 73.03371 ## 3 48 26.96629 100.00000 ## ───────────────────────────────────────────────── For the Validation Data the overall accuracy was 97.22%. |
| Now we can repeat this process on the testing data for additional metrics that relate to our model’s performance. |
| r confusion.test <- calc\_confusions(model.stepwise, dat.test) confusion.test |
| ## Predicted ## Actual Class 2 Class 1 Class 3 ## Class 2 12 1 2 ## Class 1 1 13 0 ## Class 3 0 0 7 |
| ```r # Overall Accuracy accuracy.test <- sum(diag(confusion.test))/sum(confusion.test) |
| # Class 2 accuracy.test.class2 <- confusion.test[1, 1] / sum(confusion.test[1, ]) |
| # Class 1 accuracy.test.class1 <- confusion.test[2, 2] / sum(confusion.test[2, ]) |
| # Class 3 accuracy.test.class3 <- confusion.test[3, 3] / sum(confusion.test[3, ]) |
| # Print or use the accuracy values as needed cat(“Accuracy:”, accuracy.test, “”) ``` |
| ## ## Overall Accuracy: 0.8888889 |
| r cat("Accuracy for Class 2:", accuracy.test.class2, "\n") |
| ## Accuracy for Class 2: 0.8 |
| r cat("Accuracy for Class 1:", accuracy.test.class1, "\n") |
| ## Accuracy for Class 1: 0.9285714 |
| r cat("Accuracy for Class 3:", accuracy.test.class3, "\n") |
| ## Accuracy for Class 3: 1 |
| r #compare accuracy of test to frequencies in data. For a good model, we want the accuracy to be above the percent of occurences in each class: descrpts$frequencies |
| ## ## FREQUENCIES ## ## Frequencies of Class ## ───────────────────────────────────────────────── ## Class Counts % of Total Cumulative % ## ───────────────────────────────────────────────── ## 1 59 33.14607 33.14607 ## 2 71 39.88764 73.03371 ## 3 48 26.96629 100.00000 ## ───────────────────────────────────────────────── The Actual distribution of our 36 observations in dat.test are as follows: Class 2: 15 Class 1: 14 Class 3: 7 |
| The Predicted distribution of our 36 observations in dat.test are as follows: Class 2: 13 Class 1: 14 Class 3: 9 |
| The Model performed less well on the testing data. It correctly classified 32 out of 36 observations with an overall accuracy of 88.89%. |
| The lowest accuracy score by Class was 80%, for Class 2. It appears our model’s weakest attribute is its tendency to classify a Class 2 observation as a Class 1 or Class 3 observation. However, 80% is still well above the 39.88% of Class 2 occurrences in our data so it appears to be a good fit. |
| ## Misclassification Error |
| We can take 1 - accuracy to compute misclassification rate for the validation and test data. |
| ```r missClass.valid <- 1 - accuracy.valid |
| missClass.test <- 1 - accuracy.test |
| # Print or use the misclassification values as needed cat(“rate for validation data::”, missClass.valid, “”) ``` |
| ## ## Misclassification rate for validation data:: 0.02777778 |
| r cat("\nMisclassification rate for test data::", missClass.test, "\n\n") |
| ## ## Misclassification rate for test data:: 0.1111111 |

# Likelihood Ratio Test

As a final test, we can conduct a likelihood ratio test that compares the performance of our selected multinomial logistic regression model to the null model (the intercept-only model). This is a common test that is used to determine if a multinomial logistic regression model is necessary for predicting a categorical outcome.

# Fit the null model (intercept only)  
null\_model <- multinom(Class ~ 1, data = dat.train)

## # weights: 6 (2 variable)  
## initial value 116.452903   
## final value 115.045102   
## converged

# Perform likelihood ratio test  
lr\_test <- lrtest(null\_model, model.stepwise)  
  
# Display the results  
print(lr\_test)

## Likelihood ratio test  
##   
## Model 1: Class ~ 1  
## Model 2: Class ~ Flavanoids + ColorIntensity + Proline  
## #Df LogLik Df Chisq Pr(>Chisq)   
## 1 2 -115.045   
## 2 8 -1.369 6 227.35 < 2.2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

The results of the likelihood ratio test show that our multinomial logistic regression model is significantly better at classifying the response variable than the null model (the intercept-only model).

With p < .05, we reject the null hypothesis that the more complex model (our multinomial logistic regression model) is not a significantly better fit than the null model. We conclude that our final model is a good fit and does not contain unnecessary predictors.

Final Model: Class ~ Flavanoids + ColorIntensity + Proline

## Conclusion

Using Stepwise selection to minimize AIC, 10 predictors were eliminated from our model. The predictors that we found to be the most significant for predicting the Class of Wine were Flavanoids, ColorIntensity, and Proline.

On the validation data, our model correctly classified 35 out of 36 observations (97.22% accuracy). On the testing data, our model correctly classified 32 out of 36 observations (88.89% accuracy). If we aggregate the results of our testing, our model correctly classified 67 out of 72 observations for an aggregate accuracy of 93.06%.

In general, our model’s weakest attribute was its ability to correctly classify Class 2 observations. Out of 5 total misclassifications, 4 were Class 2 observations that were erroneously classified as Class 1 or Class 3 observations.

The results of the likelihood ratio test showed that our model was a much better fit at predicting the categorical outcome than the null model.

In summary, our multinomial logistic regression model was a fairly strong classifier for our data. We were able to correctly predict the cultivar of wine (grape type) based on the values of Flavanoids, ColorIntensity, and Proline for the overwhelming majority of our tested observations.

To revisit our research question: Can we predict the cultivar of wine (Class 1, 2, or 3) based on the values of chemical properties that were recorded in this data using Multinomial Logistic Regression? Yes - We were able to use Multinomial Logistic Regression to correctly predict the cultivar of wine with an aggregated accuracy of 93.06% using Flavanoids, ColorIntensity, and Proline as predictors.
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