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#### Abstract

A fast and multipurpose energy decomposition analysis (EDA) program, called XEDA, is introduced for quantitative analysis of intermolecular interactions. This program contains a series of variational EDA methods, including LMO-EDA, GKS-EDA and their extensions, to analyze non-covalent interactions and strong chemical bonds in various environments. XEDA is highly efficient with a similar computational scaling of single point energy calculations. Its efficiency and universality are validated by a series of test examples including van der Waals interactions, hydrogen bonds, radical-radical interactions and strong covalent bonds.


## 1 | INTRODUCTION

Energy decomposition analysis (EDA) methods have been widely used for the quantitative analysis of intermolecular interactions based on quantum mechanical calculations. ${ }^{1-12}$ They divide total interaction energies of molecular systems into several physically meaningful components to explore the physical origin of intermolecular interactions. Over the past decades, lots of EDA methods have been proposed, which can be classified into three groups, perturbation EDA methods, ${ }^{4-8}$ variational EDA methods, ${ }^{9-34}$ and real-space EDA methods. ${ }^{35-37}$

In 2009, a variational EDA method, named localized molecular orbitals-based EDA (LMO-EDA) was proposed by one of the present authors and coworker. ${ }^{22}$ LMO-EDA can be used for exploring different weak and strong interactions by using Hartree-Fock (HF) and Kohn-Sham (KS) orbitals. To consider various interactions in complex systems, following LMO-EDA, ${ }^{22}$ energy decomposition analysis with polarizable continuum model (EDA-PCM), ${ }^{24}$ generalized Kohn-Sham energy decomposition analysis (GKS-EDA), ${ }^{25}$ and their extensions, have been proposed in the last decade. EDAPCM was developed for intermolecular interactions in the solvated
environments. GKS-EDA is an improved version of LMO-EDA, overcoming some shortcomings when KS orbitals are applied. Recently, a new extension of GKS-EDA, named GKS-EDA(BS), ${ }^{33}$ was presented for intermolecular interactions in open shell singlet (OSS) states, which are challenging for most of EDA methods due to the multi-reference character. These EDA methods are capable of handling various chemical problems, which were comprehensively reviewed in a recently published article. ${ }^{11}$

Currently, the EDA methods mentioned above are implemented in various quantum chemical programs. For example, KM-EDA, ${ }^{13}$ RVS-EDA, ${ }^{17,18}$ and LMO-EDA ${ }^{22}$ are included in the released version of GAMESS program; ${ }^{38}$ ETS-NOCV-EDA ${ }^{21}$ is implemented in ADF; ${ }^{39}$ ALMO-EDA ${ }^{20}$ is provided by Q-Chem. ${ }^{40}$ Local-EDA ${ }^{27}$ is available in ORCA. ${ }^{41}$ SAPT $^{4-8}$ is involved in Q Chem, ${ }^{40}$ PSI4, ${ }^{42}$ MOLPRO, ${ }^{43}$ CamCASP, ${ }^{44}$ and SAPT2020. ${ }^{45}$ Our developed EDA methods were implemented in a home-made version of GAMESS. ${ }^{38}$ Most recently, the GKS-EDA method has been implemented in Turbomole, ${ }^{46}$ and used for the study of interactions in isoquinolinyl pyrazolate Pt (II) complexes. ${ }^{47}$

Recently, all our developed EDA methods were reimplemented as a novel program, named XEDA. Here $X$ denotes
"Xiamen," a city in the southeast of China. The aim of XEDA is to provide users with a friendly and multipurpose tool for noncovalent interactions and strong covalent bonding interactions in various environments. In XEDA, algorithms are fully optimized, and thus memory requirement and computational cost are greatly reduced, compared to the previous version. This article concisely describes the GKS-EDA method and its relatives implemented in the current version of XEDA.

## 2 | THEORETICAL BACKGROUNDS

## 2.1 | GKS-EDA method

By using the generalized Kohn-Sham scheme theory, ${ }^{48,49}$ GKS-EDA divides the total interaction energy into electrostatic $\left(\Delta E^{\text {ele }}\right)$, exchange-repulsion $\left(\Delta E^{\text {exrep }}\right)$, polarization $\left(\Delta E^{\text {pol }}\right.$ ), correlation ( $\Delta E^{\text {corr }}$ ) and dispersion ( $\Delta E^{\text {disp }}$ ) terms on the basis of KS-DFT calculations: ${ }^{25}$

$$
\begin{equation*}
\Delta E^{\mathrm{TOT}}=\Delta E^{\mathrm{ele}}+\Delta E^{\mathrm{exrep}}+\Delta E^{\mathrm{pol}}+\Delta E^{\mathrm{corr}}+\Delta E^{\mathrm{disp}}, \tag{1}
\end{equation*}
$$

where the individual terms are defined as:

$$
\begin{align*}
\Delta E^{\mathrm{ele}}= & \sum_{i \in \phi_{0}}^{\alpha, \beta}\langle i| h|i\rangle+\frac{1}{2} \sum_{i \in \phi_{0}}^{\alpha, \beta} \sum_{j \in \phi_{0}}^{\alpha, \beta}\langle i j \mid i j\rangle+E_{\mathrm{S}}^{\text {nuc }} \\
& -\sum_{A}\left(\sum_{i \in \phi_{A}}^{\alpha, \beta}\langle i| h|i\rangle+\frac{1}{2} \sum_{i \in \phi_{A}}^{\alpha, \beta} \sum_{j \in \phi_{A}}^{\alpha, \beta}\langle i j \mid i j\rangle+E_{A}^{\text {nuc }}\right), \tag{2}
\end{align*}
$$

where $E^{\text {nuc }}$ is the nuclear repulsion energy; indices $i$ and $j$ denote all the occupied $\alpha$ and $\beta$ Kohn-Sham (KS) orbitals; $\phi_{\mathrm{A}}$ is the occupied orbitals of monomer A , and $\phi_{0}$ is the sum of the all occupied orbitals of monomers. $\phi_{0}$ is the direct product of monomers' wavefunction.

The exchange-repulsion term ( $\Delta E^{\text {exrep }}$ ) denotes the Pauli repulsion between monomers, which can be defined as:

$$
\begin{align*}
& \Delta E^{\text {exrep }}=-\frac{1}{2} \sum_{\mathrm{A}}\left(\sum_{i \in \phi_{\mathrm{A}}}^{\alpha} \sum_{j \neq \phi_{\mathrm{A}}}^{\alpha}\langle i j \mid j i\rangle+\sum_{\mathrm{i} \phi_{\mathrm{A}}}^{\beta} \sum_{j \notin \phi_{\mathrm{A}}}^{\beta}\langle i j \mid j i\rangle\right) \\
& +\sum_{i \in \phi_{0}}^{\alpha, \beta} \sum_{j, \phi_{0}}^{\alpha, \beta}\langle i| h|j\rangle\left(S_{i j}^{-1}-\delta_{i j}\right) \\
& +\frac{1}{2} \sum_{i \in \phi_{0}}^{\alpha, \beta} \sum_{j=\phi_{0}}^{\alpha, \beta} \sum_{k \in \phi_{0}}^{\alpha, \beta} \sum_{k \neq \phi_{0}}^{\alpha, \beta}\langle i j| k| \rangle\left(S_{i k}^{-1} S_{j l}^{-1}-\delta_{i k} \delta_{j l}\right) \\
& -\frac{1}{2}\left[\sum_{i \notin \phi_{0}}^{\alpha} \sum_{j \in \phi_{0}}^{\alpha} \sum_{k \in \phi_{0}}^{\alpha} \sum_{k \phi_{0}}^{\alpha}\langle i j| k| \rangle\left(S_{i k}^{-1} S_{j l}^{-1}-\delta_{i k} \delta_{j l}\right)\right. \\
& \left.+\sum_{\dot{k} \phi_{0}}^{\beta} \sum_{\dot{E} \phi_{0}}^{\beta} \sum_{k \in \phi_{0}}^{\beta} \sum_{k \phi_{0}}^{\beta}\langle i j| k| \rangle\left(S_{i k}^{-1} S_{j l}^{-1}-\delta_{i k} \delta_{j l}\right)\right], \tag{3}
\end{align*}
$$

where $S_{i j}^{-1}$ is the inverse of the overlap between orbitals $i$ and $j$.
The polarization term $\left(\Delta E^{\mathrm{pol}}\right)$ shows the contribution of orbital relaxation from $\phi_{\mathrm{O}}$ to supermolecule's wavefunction, $\phi_{\mathrm{S}}$.

$$
\begin{align*}
& \Delta E^{\mathrm{pol}}=\sum_{i \in \phi_{s}}^{\alpha, \beta}\langle i| h|i\rangle+\frac{1}{2} \sum_{i \in \phi_{s}}^{\alpha, \beta} \sum_{j \in \phi_{\mathrm{s}}}^{\alpha, \beta}\langle i j \mid i j\rangle-\frac{1}{2}\left(\sum_{i \in \phi_{s}}^{\alpha} \sum_{j \in \phi_{\mathrm{s}}}^{\alpha}\langle i j \mid j i\rangle+\sum_{i \in \phi_{s}}^{\beta} \sum_{j \in \phi_{s}}^{\beta}\langle i j \mid j i\rangle\right) \\
& -\left[\begin{array}{l}
\sum_{i \in \phi_{0}}^{\alpha, \beta} \sum_{j \in \phi_{0}}^{\alpha, \beta}\langle i| h|j\rangle S_{i j}^{-1}+\frac{1}{2} \sum_{i \in \phi_{0}}^{\alpha, \beta} \sum_{j \in \phi_{0}}^{\alpha, \beta} \sum_{k \in \phi_{0}}^{\alpha, \beta} \sum_{l \in \phi_{0}}^{\alpha, \beta}\langle i j| k| \rangle S_{i k}^{-1} S_{j l}^{-1} \\
\left.-\frac{1}{2}\left(\sum_{i \in \phi_{0}}^{\alpha} \sum_{j \in \phi_{0}}^{\alpha} \sum_{k \in \phi_{0}}^{\alpha} \sum_{l \in \phi_{0}}^{\alpha}\langle i j \mid k l\rangle S_{i k}^{-1} S_{j \mid}^{-1}+\sum_{i \in \phi_{0}}^{\beta} \sum_{j \in \phi_{0}}^{\beta} \sum_{k \in \phi_{0}}^{\beta} \sum_{l \in \phi_{0}}^{\beta}\langle i j| k| \rangle S_{i k}^{-1} S_{j l}^{-1}\right)\right],
\end{array},\right. \tag{4}
\end{align*}
$$

The correlation term ( $\Delta E^{\text {corr }}$ ) is expressed as:

$$
\begin{equation*}
\Delta E^{\mathrm{corr}}=E_{\mathrm{S}}^{\mathrm{corr}}-\sum_{\mathrm{A}} E_{\mathrm{A}}^{\mathrm{corr}} \tag{5}
\end{equation*}
$$

where $E_{S}^{\text {corr }}$ and $E_{A}^{c o r r}$ are the GKS correlation energies of supermolecule and monomers A, respectively. They are defined as:

$$
\begin{align*}
E_{\mathrm{P}}^{\mathrm{corr}}= & (1-a)\left[E_{\mathrm{X}}\left(\rho_{\mathrm{P}}^{\alpha}, \rho_{\mathrm{P}}^{\beta}\right)+\frac{1}{2}\left(\sum_{i \in \phi_{\mathrm{P}}}^{\alpha} \sum_{j \in \phi_{\mathrm{P}}}^{\alpha}\langle i j \mid j i\rangle+\sum_{i \in \phi_{\mathrm{P}}}^{\beta} \sum_{j \in \phi_{\mathrm{P}}}^{\beta}\langle i j \mid j i\rangle\right)\right] \\
& +E_{\mathrm{C}}\left(\rho_{\mathrm{P}}^{\alpha}, \rho_{\mathrm{P}}^{\beta}\right) . \tag{6}
\end{align*}
$$

Here $\mathrm{P}=\mathrm{S}$ or $\mathrm{A} . a$ is the hybrid coefficient (the portion of HF exchange in a hybrid functional), while $E_{X}\left(\rho_{P}^{\alpha}, \rho_{P}^{\beta}\right)$ and $E_{C}\left(\rho_{P}^{\alpha}, \rho_{P}^{\beta}\right)$ are the exchange and correlation energy of a DFT functional with the $\alpha$ and $\beta$ spin density.

Dispersion term $\left(\Delta E^{\text {disp }}\right)$ is optional for dispersion correction DFT. It is computed as the difference of dispersion energies between the supermolecule and its monomers. To facilitate the discussions for various DFT functionals, $\Delta E^{\text {corr }}$ and $\Delta E^{\text {disp }}$ can be grouped as $\Delta E^{\text {corr/disp }}$ term in practice.

## 2.2 | GKS-EDA(BS)

GKS-EDA(BS) is an extension of GKS-EDA for intermolecular interactions in OSS states. ${ }^{33}$ Based on BS-UDFT calculations with spin projection approximation, ${ }^{50,51}$ GKS-EDA(BS) divides the total interaction energy into the following terms:

$$
\begin{equation*}
\Delta E_{\mathrm{GS}}^{\mathrm{TOT}}=\Delta E_{\mathrm{GS}}^{\mathrm{ele}}+\Delta E_{\mathrm{GS}}^{\mathrm{exrep}}+\Delta E_{\mathrm{GS}}^{\mathrm{pol}}+\Delta E_{\mathrm{GS}}^{\mathrm{corr}}+\Delta E_{\mathrm{GS}}^{\text {disp }} \tag{7}
\end{equation*}
$$

The analysis result is the linear combination of total interaction energies and the EDA terms in high spin (HS) state and the broken symmetry low spin (BS) state, as

$$
\begin{equation*}
\Delta E_{\mathrm{GS}}^{\mathrm{X}}=(1+c) \Delta E_{\mathrm{BS}}^{\mathrm{X}}-c \Delta E_{\mathrm{HS}}^{\mathrm{X}}, \tag{8}
\end{equation*}
$$

where $\Delta E_{\mathrm{BS}}^{\mathrm{X}}$ and $\Delta E_{\mathrm{HS}}^{\mathrm{X}}$ are interaction terms in BS state and HS state, respectively. Here $X$ can be electrostatic, exchange-repulsion, polarization, correlation, and dispersion, respectively. To perform a GKS-EDA(BS) calculation, the direct product $\phi_{0}$ in Equations (2)-(4) is
replaced by the broken symmetry form $\phi_{0}^{\mathrm{BS}}$ and the high spin form $\phi_{0}^{\mathrm{HS}}$.

By using Yamaguchi projection scheme, ${ }^{50} \mathrm{c}$ is defined as:

$$
\begin{equation*}
c=\frac{\left\langle\widehat{S}^{2}\right\rangle_{\mathrm{BS}}}{\left\langle\widehat{S}^{2}\right\rangle_{\mathrm{HS}}-\left\langle\widehat{S}^{2}\right\rangle_{\mathrm{BS}}} \tag{9}
\end{equation*}
$$

Compared to GKS-EDA, no additional term is required. If $c=0$, these definitions are the same with the GKS-EDA ones.

## 2.3 | LMO-EDA

The LMO-EDA method was mainly designed for HF and post-HF calculations, though it might be used for KS-DFT calculations. Based on post-HF calculations, LMO-EDA decomposes the total interaction energy into electrostatic $\left(\Delta E^{\mathrm{ele}}\right)$, exchange-repulsion ( $\Delta E^{\text {exrep }}$ ), polarization ( $\Delta E^{\mathrm{pol}}$ ), and correlation ( $\Delta E^{\text {corr }}$ ) terms. ${ }^{22}$

$$
\begin{equation*}
\Delta E^{\mathrm{TOT}}=\Delta E^{\mathrm{ele}}+\Delta E^{\mathrm{exrep}}+\Delta E^{\mathrm{pol}}+\Delta E^{\mathrm{corr}} . \tag{10}
\end{equation*}
$$

Note that the last term $\Delta E^{\text {corr }}$ will not appear for Hartree Fock (HF) calculation. Definitions of electrostatic, exchange-repulsion, and polarization terms in LMO-EDA are the same with their corresponding terms in GKS-EDA except that KS orbitals are replaced by HF orbitals. The correlation term, which is defined as dispersion term in the original LMO-EDA paper, arises from the calculations with post-HF methods, for example, second order Møller-Plesset perturbation theory (MP2) ${ }^{52}$ or coupled cluster methods (CC). ${ }^{53,54}$ This term is defined as the difference between post-HF and HF interaction energies, showing the contribution of dynamic correlation to the total interaction energy.

### 2.4 GKS-EDA(sol) and EDA-PCM

GKS-EDA(sol) ${ }^{25}$ and EDA-PCM ${ }^{24}$ are the extensions of GKS-EDA and LMO-EDA, respectively, for intermolecular interactions in solution phase. In GKS-EDA(sol) and EDA-PCM, implicit solvation models are employed to take the influence of long range solvent effects into account. The total interaction free energy is expressed as:

$$
\begin{equation*}
\Delta G^{\mathrm{TOT}}=\Delta G^{\mathrm{ele}}+\Delta G^{\text {exrep }}+\Delta G^{\mathrm{pol}}+\Delta G^{\text {corr }}+\Delta G^{\text {disp }}+\Delta G^{\text {desol }} \tag{11}
\end{equation*}
$$

for GKS-EDA(sol), and

$$
\begin{equation*}
\Delta G^{\mathrm{TOT}}=\Delta G^{\mathrm{ele}}+\Delta G^{\text {exrep }}+\Delta G^{\text {pol }}+\Delta G^{\text {corr }}+\Delta G^{\text {desol }} \tag{12}
\end{equation*}
$$

for EDA-PCM.
In Equations (11) and (12), except $\Delta G^{\text {desol }}$, the other terms are the same as the corresponding terms in GKS-EDA, GKS-EDA(BS) and LMO-EDA, but the orbitals used in these terms are optimized by the


FIGURE 1 The flowchart of XEDA program
self-consistent reaction field (SCRF) ${ }^{55-57}$ in polarizable continuum model (PCM). ${ }^{58-60} \Delta G^{\text {desol }}$ is defined as the difference of solutesolvent interacting energy from monomers' reaction fields to complex's reaction field. It should be noticed that $\Delta G^{\text {desol }}$ depends on the monomers' distance, not simply on the solvation free energy difference between supermolecule and monomers. ${ }^{24}$

## 3 | XEDA PROGRAM AND ITS FEATURES

The flowchart of XEDA is shown in Figure 1. The GKS-EDA family (GKS-EDA, GKS-EDA(sol), GKS-EDA(BS)) employs KS orbitals, while the LMO-EDA family (LMO-EDA and EDA-PCM) uses HF orbitals. The code is mainly composed of the orbital module and energy term module. The orbital module is designed for providing KS/HF orbitals of monomers and supermolecule for each step. All various wavefunctions required in XEDA can be constructed by two ways: reading from an input file or generating from a SCF procedure of orbital optimizations. Currently, the orbital module supports the SCF module of GAMESS. ${ }^{38}$


FIGURE 2 The geometries of the testing systems. (A) $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{10} \ldots\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{10}$; (B) $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{4}$; (C) PLY dimer; (D) BTA. dimer. $\mathrm{C}, \mathrm{O}, \mathrm{N}, \mathrm{H}$, and S atoms are in gray, red, blue, white, and yellow, respectively

The energy term module is designed for computing the energy components by using the wavefunction transferred from the orbital module. EDA terms can be computed as the energy difference between different energy of wavefunction. To compute the energy term, the module reads the integrals from the other quantum chemical programs. Electrostatic, exchange-repulsion, polarization, and correlation terms depend on the energy of single determinant in each step only; for the desolvation term, the energy module in the current version employs the solvation computation procedure in GAMESS to compute the solvation free energies in different steps. In this version, the computations of correlation and desolvation terms will link the DFT module (for GKS-EDA), post-HF module (for LMO-EDA) and solvation module in GAMESS.

The XEDA program shares the following features:

1. XEDA calculations can be performed with various kinds of orbitals, including restricted closed shell, restricted and unrestricted open shell orbitals.
2. In GKS-EDA, various DFT functionals, such as LDA, GGA, metaGGA, hybrid, double hybrid, range-separated, and dispersion correction, can be employed.
3. LMO-EDA in XEDA is designed to perform with HF orbitals only. In LMO-EDA, various post-HF methods, for example, second order Møller-Plesset perturbation theory ${ }^{52}$ or coupled cluster methods, ${ }^{53,54}$ can be used.
4. For GKS-EDA(sol) and EDA-PCM, various implicit solvation models, including C-PCM, ${ }^{61,62}$ IEF-PCM, ${ }^{63-66}$ HET-CPCM, ${ }^{67}$ and SMD, ${ }^{68}$ can be employed.

## 4 | EXAMPLES

The test examples include benzene dimer, water dimer and amyloidlike IYQYGG segment (PDB code: 6G8C, denoted as $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7} \ldots\right.$ $\left.\left.\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{10}\right)^{69,70}$ in gas phase, ammonia-water dimer in the aqueous solution; phenalenyl (PLY) dimer, $\pi$-stacked bis-dithiazolyl radical (BTA.) dimer; and the triple bonding interactions in a series of complexes including $\mathrm{N}_{2}, \mathrm{P}_{2}, \mathrm{As}_{2}, \mathrm{CO}, \mathrm{NO}, \mathrm{CH} \equiv \mathrm{CH}, \mathrm{La}_{2}$, and $\mathrm{Ac}_{2}$, which are shown in Figure 2, are selected as examples.

GKS-EDA calculations are performed by using B3LYP-D3(BJ),, ${ }^{71,72}$ $\omega B 97 X-D,{ }^{73}$ and PBE, ${ }^{74}$ which are the representative hybrid, range separated, and GGA functionals, respectively. They are widely used in non-covalent interactions and covalent bonds. The LMO-EDA calculations are carried at the MP2 level. ${ }^{52}$ For EDA-PCM and GKS-EDA(sol) calculations, conductor-like polarizable continuum model (CPCM) ${ }^{61,62}$ is employed. The Boys and Bernardi style counterpoise correction is used for correcting the basis set superposition errors (BSSE). ${ }^{75}$

The geometry of IYQYGG segment is taken from literature, ${ }^{70}$ while the others are fully optimized by Gaussian 16 program. ${ }^{76}$ For

TABLE 1 The GKS-EDA results of benzene dimer and water dimer at the B3LYP-D3/CCX and B3LYP-D3/ACCX level ( $\mathrm{X}=\mathrm{D}, \mathrm{T}, \mathrm{Q}, 5$ and 6). Energy unit is kcal/Mol

| Benzene dimer | B3LYP-D3 | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {elec }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {exrep }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {pol }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {disp }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {corr }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {TOT }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | CCD | -3.65 | 9.08 | -1.59 | -4.78 | -1.35 | -2.29 |
|  | CCT | -3.53 | 9.14 | -1.72 | -4.78 | -1.40 | -2.29 |
|  | CCQ | -3.50 | 9.15 | -1.74 | -4.78 | -1.41 | -2.28 |
|  | CC5 | -3.47 | 9.16 | -1.74 | -4.78 | -1.41 | -2.24 |
|  | CC6 | -3.47 | 9.16 | -1.74 | -4.78 | -1.42 | -2.25 |
|  | Water dimer | ACCD | -3.48 | 9.18 | -1.72 | -4.78 | -1.36 |
|  | ACCT | -3.48 | 9.17 | -1.74 | -4.78 | -1.42 | -2.25 |
|  | ACCQ | -3.47 | 9.17 | -1.74 | -4.78 | -1.42 | -2.25 |
|  | ACC5 | -3.47 | 9.16 | -1.74 | -4.78 | -1.42 | -2.25 |
|  | ACC6 | -3.47 | 9.16 | -1.73 | -4.78 | -1.43 | -2.25 |
|  | CCD | -9.37 | 8.81 | -2.66 | -0.63 | -1.31 | -5.17 |
|  | CCT | -8.70 | 8.31 | -2.74 | -0.63 | -1.39 | -5.15 |
|  | CCQ | -8.49 | 8.13 | -2.79 | -0.63 | -1.38 | -5.16 |
|  | CC5 | -8.38 | 8.03 | -2.83 | -0.63 | -1.36 | -5.16 |
|  | CC6 | -8.34 | 8.01 | -2.84 | -0.63 | -1.36 | -5.16 |
|  | ACCD | -8.31 | 8.02 | -2.84 | -0.63 | -1.29 | -5.06 |
|  | ACCT | -8.32 | 8.02 | -2.82 | -0.63 | -1.36 | -5.12 |
|  | ACCQ | -8.33 | 8.00 | -2.84 | -0.63 | -1.36 | -5.16 |
|  | ACC5 | -8.33 | 8.00 | -2.84 | -0.63 | -1.36 | -5.16 |
|  | ACC6 | -8.33 | 8.00 | -2.84 | -0.63 | -1.36 | -5.16 |

TABLE 2 The LMO-EDA results of benzene dimer and water dimer at the MP2/CCX and MP2/ACCX level. Energy unit is $\mathrm{kcal} / \mathrm{mol}$

|  | MP2 | $\Delta \boldsymbol{E}^{\text {elec }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {exrep }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {pol }}$ | $\Delta \boldsymbol{E}^{\text {corr }}$ | $\Delta \boldsymbol{E}^{\text {TOT }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Benzene dimer | CCD | -3.69 | 8.43 | -1.12 | -4.89 | -1.27 |
|  | CCT | -3.59 | 8.50 | -1.23 | -6.58 | -2.90 |
|  | CCQ | -3.56 | 8.52 | -1.25 | -7.14 | -3.43 |
|  | CC5 | -3.54 | 8.53 | -1.26 | -7.36 | -3.63 |
|  | CC6 | -3.54 | 8.53 | -1.26 | -7.43 | -3.70 |
|  | WCCD | -3.58 | 8.57 | -1.24 | -6.65 | -2.91 |
|  | ACCT | -3.55 | 8.54 | -1.26 | -7.23 | -3.50 |
|  | ACCQ | -3.54 | 8.54 | -1.26 | -7.39 | -3.66 |
|  | CCD | -9.18 | 7.58 | -2.14 | -0.25 | -4.00 |
|  | CCT | -8.60 | 7.30 | -2.31 | -0.88 | -4.49 |
|  | CCQ | -8.48 | 7.20 | -2.35 | -1.14 | -4.78 |
|  | CC5 | -8.43 | 7.15 | -2.38 | -1.26 | -4.91 |
|  | CC6 | -8.42 | 7.15 | -2.38 | -1.31 | -4.96 |
|  | ACCD | -8.45 | 7.17 | -2.33 | -0.80 | -4.42 |
|  | ACCT | -8.40 | 7.16 | -2.37 | -1.14 | -4.75 |
|  | ACCQ | -8.41 | 7.15 | -2.38 | -1.27 | -4.92 |
|  | ACC5 | -8.41 | 7.15 | -2.38 | -1.32 | -4.97 |
|  | ACC6 | -8.41 | 7.15 | -2.38 | -1.35 | -4.99 |

benzene, water and ammonia water dimers, the geometries were optimized by the B3LYP-D3(BJ) level; for PLY dimer, the geometry was optimized by BS-U $\omega$ B97X-D; for the triple bonding complexes $\mathrm{N}_{2}, \mathrm{P}_{2}$, $\mathrm{As}_{2}, \mathrm{CO}, \mathrm{NO}, \mathrm{CH} \equiv \mathrm{CH}, \mathrm{La}_{2}$ and $\mathrm{Ac}_{2}$, the geometries were optimized with PBE functional.

For benzene and water dimers, a series of Dunning-type correlation consistent basis sets, cc-pVXZ and aug-cc-pVXZ ( $\mathrm{X}=\mathrm{D}, \mathrm{T}, \mathrm{Q}, 5$, and 6, denoted as CCX and ACCX in this article), ${ }^{77}$ are employed. For the IYQYGG segment, 6-31G basis set is used. For the dissociation curve of ammonia-water dimer, ACCD is employed. For PLY and BTA.
dimers, $6-311++G(d, p)$ is used. For $N_{2}, P_{2}, A s_{2}, C O, N O$, and $\mathrm{CH} \equiv \mathrm{CH}$ complexes, CCT is used, while for $\mathrm{La}_{2}, \mathrm{Ac}_{2}$, and $\mathrm{H}_{3}$ PAc $\equiv \mathrm{AcPH}_{3}$ complexes, Jorge-TZP basis set ${ }^{78}$ is used.

## 4.1 | Typical van der Waals and hydrogen bonding interactions

Here typical non-covalent interactions are used to show the performance of GKS-EDA/LMO-EDA. The GKS-EDA and LMO-EDA results of the T -shaped benzene dimer and water dimer are shown in Tables 1 and 2 , respectively. As for the total interaction energies, the B3LYPD3 results are in agreement with the results of $\operatorname{CCSD}(\mathrm{T})$ in the literature, ${ }^{22,79}$ while the MP2 results depend on the size of basis set. For example, the interaction energy of benzene dimer was $-2.61 \mathrm{kcal} / \mathrm{mol}$ by CCSD(T)/ACCQ, ${ }^{79}$ compared to the B3LYP-D3 results from -2.16 to $-2.29 \mathrm{kcal} / \mathrm{mol}$, and the MP2 results from -1.27 to $-3.70 \mathrm{kcal} / \mathrm{mol}$.

For the EDA results, it is found that the complete basis set (CBS) limit can be reached gradually with the enlargement of basis set. All the GKS EDA terms and most of LMO-EDA terms are quite stable with the different basis sets, while the correlation term in LMO-EDA shows largely basis set dependent. It is interesting that the values of $\Delta E^{\text {ele }}, \Delta E^{\text {exrep }}$, and $\Delta E^{\text {pol }}$ in GKS-EDA are close to the corresponding terms in LMO-EDA. The main


FIGURE 3 The GKS-EDA result of the two-body interaction of $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{10} \ldots\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{10}$ at the B3LYP-D3/6-31G level
difference between the GKS-EDA and LMO-EDA results are contributed by $\Delta E^{\text {disp }}$ and $\Delta E^{\text {corr. With }}$ the approximately same total interaction energies, GKS-EDA, and LMO-EDA provide the similar analysis results, showing that the interaction in benzene dimer is dominated by dispersion interaction; while the hydrogen bond in the water dimer is governed by the electrostatic term.

The CPU time and memory consumptions of XEDA calculations for benzene dimer are shown in Table S1. It can be seen that the CPU time consumption and memory costs of GKS-EDA and LMO-EDA are close to the cost for the single point energy (SPE) of supermolecule. For the GKS-EDA calculations of benzene dimer, the CPU time and memory consumptions are about four times and two times consumptions of SPE, respectively. The CPU time is consumed mainly in the orbital module, which provides the monomer and complex's wavefunction via the SCF procedure. For LMO-EDA calculations at the HF level, the CPU time and memory consumptions are similar to that of GKS-EDA. The comparison of the consumptions of XEDA and GAMESS is demonstrated in Figure S1. It can be found that the efficiency of XEDA is greatly improved compared to the EDA module in GAMESS.

### 4.2 Two body and many body interactions in IYQYGG segment

Here we show the capability of XEDA for large systems when GKSEDA is applied. Owning to the low computational scaling with the satisfactory accuracy, GKS-EDA is able to treat the intermolecular interactions of large systems. The IYQYGG segment is an ordered sequence of organic molecular pairs, which can be divided into upper and lower parts. ${ }^{70}$ Two body interaction of the IYQYGG segment between the upper and the lower parts, denoted as $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{10}$ ... $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{10}$, which contains 1900 atoms, is explored by GKSEDA and shown in Figure 3. As can be seen, the total interaction energy, $-302.89 \mathrm{kcal} / \mathrm{mol}$, is dominated by the electrostatic term of $-367.32 \mathrm{kcal} / \mathrm{mol}$. Dispersion is also large while polarization and correlation are relatively small.

Furthermore, XEDA is advantageous for exploring the origin of many body effects. The GKS-EDA results for the many body interactions in the tetramer $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{4}$ are shown in Table 3. It is found

| Interaction | $\boldsymbol{\Delta}$ E$^{\text {lec }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {exrep }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {pol }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {disp }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {corr }}$ | $\boldsymbol{\Delta} \boldsymbol{E}^{\text {TOT }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 versus 2 | -58.38 | 68.63 | -38.27 | -41.03 | -15.50 | -84.55 |
| 1 versus 3 | -14.78 | 20.29 | -8.68 | -10.84 | -4.51 | -18.50 |
| 1 versus 4 | -14.76 | 20.30 | -8.64 | -10.85 | -4.49 | -18.44 |
| 2 versus 3 | -14.76 | 20.30 | -8.64 | -10.85 | -4.34 | -18.28 |
| 2 versus 4 | -0.06 | 0 | 0.05 | -0.61 | -0.12 | -0.75 |
| 3 versus 4 | -58.24 | 68.63 | -38.25 | -41.03 | -15.44 | -84.33 |
| Sum of above $\left(\Delta E_{\text {sum }}\right)$ | -160.98 | 198.16 | -102.43 | -115.21 | -44.39 | -224.85 |
| Four-body interaction $\left(\Delta E_{\text {all }}\right)$ | -160.98 | 197.83 | -103.70 | -115.19 | -44.26 | -226.30 |
| Many body effects $(\Delta \Delta E)$ | 0 | -0.33 | -1.27 | 0.02 | 0.14 | -1.45 |

TABLE 3 The GKS-EDA results of the four-body interaction in $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10}\right.$ $\left.\mathrm{N}_{7}\right)_{4}$ at B3LYP-D3/6-31G level without BSSE correction. Energy unit is $\mathrm{kcal} / \mathrm{mol}$


FIGURE 4 The GKS-EDA(sol) and EDA-PCM results of the potential energy surface of $\mathrm{NH}_{3}-\mathrm{H}_{2} \mathrm{O}$ in aqueous solution. ${ }^{\text {a }}$ (a) Total interaction energy; (B) electrostatic term; (C) exchange-repulsion term; (D) polarization term; (E) desolvation term; (F) correlation-dispersion term for GKSEDA and correlation term for LMO-EDA
that the total tetramer interaction energy is controlled by electrostatic and dispersion terms. Among the 62 body interactions, the interactions between fragments 1 and 2, fragments 3 and 4 are the largest, showing that the left-right part interactions are stronger than the upper-lower parts. Without BSSE correction, the sums of electrostatic
and dispersion terms in two fragment interactions are exactly equal to those of the total tetramer interaction. As can be seen, the many body effects are mainly contributed by the polarization term.

The CPU time and memory costs of GKS-EDA for $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{n} \ldots$ $\left(\mathrm{C}_{33} \mathrm{H}_{45} \mathrm{O}_{10} \mathrm{~N}_{7}\right)_{n}(n=1-10)$ are shown in Table S2. The results are similar
to those of benzene dimer in Table S1, showing that the costs are the same order of magnitude to those of SPE calculations. According to


FIGURE 5 The GKS-EDA(BS) results for radical-radical interactions at the $\omega$ B97X-D/6-311++G(d,p) level. (A) PLY dimer; (B) BTA. dimer

Table S2, about $40-60 \%$ of the total time can be saved when the optimized monomer and complex's wavefunction is provided (which means that the SCF procedure can be skipped).

## 4.3 | Potential energy surface of $\mathrm{NH}_{3} \ldots \mathrm{H}_{2} \mathrm{O}$ in aqueous solution

Here we show the capability of XEDA for intermolecular interactions in solvation environment. The potential energy surfaces (PES) and the curves of the individual EDA terms of the $\mathrm{NH}_{3} \ldots \mathrm{H}_{2} \mathrm{O}$ hydrogen bond $(\mathrm{HB})$ in aqueous solution, which are obtained by GKS-EDA(sol) and EDA-PCM, are shown in Figure 4. For comparison, the results of GKSEDA and LMO-EDA are also listed.

The origin of the hydrogen bond in aqueous solution is similar to the gas phase one, indicating that the electrostatic interaction is dominant, followed by the polarization term. In general, different from the HBs in water dimer and HF dimer, ${ }^{24}$ the HB in $\mathrm{NH}_{3} \ldots \mathrm{H}_{2} \mathrm{O}$ around the equilibrium bond distance is enhanced by the solvent effects. It can be attributed by the increase of electrostatic interaction and the negative desolvation energy at the short distance. Moreover, it is found that all the curves are smooth in the whole surface, indicating that the total interaction energy and EDA terms change continuously with the variation of the bonding distance.

## 4.4 | Radical-radical interactions in phenalenyl dimer and bis-dithiazolyl radical dimer

Intermolecular interactions with OSS states possess multi-reference characters, which are challenging for single-determinant based EDA methods. This kind of interactions can be treated by GKS-EDA(BS).

TABLE 4 The GKS-EDA results of the triple bonds. Energy unit is $\mathrm{kcal} / \mathrm{mol}$

|  | Multiplicity of each fragment | Level | $\Delta E^{\text {elec }}$ | $\Delta E^{\text {exrep }}$ | $\Delta E^{\text {pol }}$ | $\Delta \mathrm{E}^{\text {corr }}$ | $\Delta E^{\text {TOT }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{N}_{2}$ | $N\left({ }^{4} A\right) . . . N\left({ }^{4} A\right)$ | UPBE/CCT | -318.29 | 817.39 | -607.40 | -134.55 | -242.85 |
|  |  | ROPBE/CCT | -318.43 | 829.26 | -622.46 | -132.61 | -244.24 |
| $\mathrm{P}_{2}$ | $P\left({ }^{4} A\right) \ldots . . \mathrm{P}\left({ }^{4} \mathrm{~A}\right)$ | UPBE/CCT | -181.52 | 339.45 | -188.41 | -90.97 | -121.45 |
|  |  | ROPBE/CCT | -181.53 | 339.84 | -189.09 | -90.98 | -121.76 |
| $\mathrm{As}_{2}$ | $\operatorname{As}\left({ }^{4} \mathrm{~A}\right) . . . \mathrm{As}\left({ }^{4} \mathrm{~A}\right)$ | UPBE/CCT | -178.51 | 299.15 | -124.44 | -93.89 | -97.68 |
|  |  | ROPBE/CCT | -178.61 | 299.11 | -125.54 | -93.33 | -98.37 |
| $\mathrm{CH} \equiv \mathrm{CH}$ | $\mathrm{CH}\left({ }^{4} \mathrm{~A}\right) \ldots \mathrm{CH}\left({ }^{4} \mathrm{~A}\right)$ | UPBE/CCT | -142.19 | 233.85 | -259.32 | -107.19 | -274.85 |
|  |  | ROPBE/CCT | -141.28 | 234.52 | -262.67 | -106.33 | -275.76 |
| CO | $\mathrm{C}\left({ }^{3} \mathrm{~A}\right) \ldots \mathrm{O}\left({ }^{3} \mathrm{~A}\right)$ | UPBE/CCT | -287.01 | 791.88 | -672.06 | -101.23 | -268.43 |
|  |  | ROPBE/CCT | -296.05 | 809.88 | -689.36 | -98.19 | -273.72 |
| NO | $N\left({ }^{4} A\right) \ldots O\left({ }^{3} A\right)$ | UPBE/CCT | -229.75 | 643.47 | -456.60 | -128.83 | -171.72 |
|  |  | ROPBE/CCT | -229.66 | 651.47 | -470.28 | -127.35 | -175.81 |
| $\mathrm{La}_{2}$ | $\operatorname{La}\left({ }^{4} \mathrm{~A}\right) . . . \operatorname{La}\left({ }^{4} \mathrm{~A}\right)$ | UPBE/Jorge-TZP | -147.28 | 282.65 | -105.16 | -77.36 | -47.14 |
|  |  | ROPBE/Jorge-TZP | -147.14 | 282.37 | -107.62 | -75.52 | -47.90 |
| $\mathrm{Ac}_{2}$ | $\operatorname{Ac}\left({ }^{4} \mathrm{~A}\right) \ldots \mathrm{Ac}\left({ }^{4} \mathrm{~A}\right)$ | UPBE/Jorge-TZP | -415.57 | 563.35 | -121.02 | -85.18 | -58.43 |
|  |  | ROPBE/Jorge-TZP | -416.66 | 564.33 | -122.84 | -83.92 | -59.09 |

Phenalenyl (PLY) is a kind of polycyclic aromatic hydrocarbons with a single occupied HOMO. There exists a radical-radical interaction in PLY dimer, which has been studied extensively. ${ }^{80-84}$ The GKS-EDA (BS) result of PLY dimer at the $\mathrm{U}-\omega \mathrm{B} 97 \mathrm{X}-\mathrm{D} / 6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ level is shown in Figure 5(A). It is shown that the interaction is dominated by the correlation term. The result of $6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ is almost the same as that of the smaller basis set $6-31+\mathrm{G}(\mathrm{d})$ in literature, ${ }^{33}$ showing the basis set independence of GKS-EDA(BS).

The GKS-EDA(BS) result of the BTA. radical dimer is shown in Figure 5(B). The total interaction energy is similar to the value in literature. ${ }^{85}$ It is shown that similar to PLY dimer, correlation and dispersion terms are the most important for the radical-radical interactions. Different from PLY dimer, dispersion term in BTA. dimer is somewhat larger than correlation term. Polarization term in PLY dimer and BTA. dimer is always small, showing the weak covalent character of radical-radical interaction.

## 4.5 | Triple bonds in typical diatomic molecules and transit metal complexes

Besides the non-covalent interactions discussed above, XEDA is capable of handling strong covalent bonds. The GKS-EDA results of the triple bonds, including $\mathrm{N}_{2}, \mathrm{P}_{2}, \mathrm{As}_{2}, \mathrm{CO}, \mathrm{NO}, \mathrm{CH} \equiv \mathrm{CH}, \mathrm{La}_{2}$, and $\mathrm{Ac}_{2}$, are shown in Table 4. The LMO-EDA results, and EDA-NOCV results taken from literature ${ }^{86}$ are shown in Table S3 of supporting information, which are generally similar to the GKS-EDA ones. It is noted that in EDA-NOCV, the contribution of correlation, which is not explicitly expressed, is included in electrostatic and orbital terms. To describe the triple bonds, the spin state of each monomer (or atom) should be set as quadruplet or triplet state, which can be handled by unrestricted or restricted open type of wavefunction. In general, the GKS-EDA results with unrestricted orbitals are similar to those with restricted open shell orbitals. As can be seen from Table 4, the typical triple bonds by the first row main group elements, acetylene, $\mathrm{CO}, \mathrm{NO}$ and $\mathrm{N}_{2}$, polarization term is the largest while electrostatic is the secondary. The polarization of CO is larger than that of $\mathrm{N}_{2}$. It makes sense because of the lone pair resonance from O atom to C atom. For acetylene, given the small polarization and electrostatic terms, the lowest exchange-repulsion term leads to the largest total interaction energy. For $P_{2}$, the main contribution of the triple bond is the polarization and electrostatic terms, which are almost equal. As for $\mathrm{As}_{2}, \mathrm{La}_{2}$, and $\mathrm{Ac}_{2}$, their total interaction energies are dominant by electrostatic term, followed by polarization. It is noted that the proportion of correlation term in $\mathrm{La}_{2}$ and $\mathrm{Ac}_{2}$ is large compared to those in the other complexes.

The GKS-EDA results of different bond breaking modes of $\mathrm{H}_{3}$ $\mathrm{PAc} \equiv \mathrm{AcPH}_{3}$, which are shown in Table S4, can be compared with the EDA-NOCV results from literature. ${ }^{87}$ Given the similar total binding energies, GKS-EDA and EDA-NOCV both show that electrostatic term and polarization (orbital interaction) have large contributions to the total interaction energy. However, GKS-EDA
gives a large correlation term which is not presented in EDA-NOCV.

## 5 | CONCLUSION

In this article, a new energy decomposition analysis program, called XEDA, is introduced. The program employs LMO-EDA and GKS-EDA and their extensions, to explore the physical origin of intermolecular interactions. The memory and time consumptions are the same level of SPE calculations. Test examples show that XEDA is able to analyze various intermolecular interactions, ranging from weak interactions (van der Waals, hydrogen bond, etc) to strong covalent bonds (triple bonds), from gas phase to condensed phase, from closed-shell to open-shell molecules. Further development of XEDA will focus on high computational efficiency and strong correlation in complex systems.
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