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**LABORATÓRIO XXX**

Dados knn

neighbor = [1, 2, 3, 5, 7]

weight = ['uniform', 'distance']

metric = ['euclidean', 'minkowski', 'manhattan', 'chebyshev']

Valores otimos: (5,distance,manhattan)

Dados decision tree

splitter = ['best', 'random']

depht = [2,3,4,5,6,7,8,9]

Valores otimos (best,8)

Random Forest:

max\_depth= 1 a 9

n\_estimators = 1 a 150

valores otimos= 8 e 71