Performance Analysis of N-gram Language Models
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ABSTRACT

This study aims to measure the effectiveness of n-gram language models at predicting the likelihood of a document having valid sentences and phrases. We use a probabilistic model trained on a sample corpus to study different sizes of n-grams, with Laplace smoothing to account for n-grams not present in the training data. INSERT FINDINGS HERE
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DATASET

For this study, we used training and test corpuses from the DUC 2005 Conference with permission.

RESULT ANALYSIS

Maybe a sentence or 2 about results

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
| Average log-likelihood |  |  |  |  |
| Perplexity |  |  |  |  |
|  |  |  |  |  |
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