1. Introduction/Background/Motivation

This paper investigated the use of deep learning models for recipe generation. Specifically, it looked at how a deep learning model can take a food image, parse the underlying components, and produce a set of outputs (ingredients, recipes) useful to an end user (im2recipe); a process that can also be done in reverse (recipe2im). This is an interesting problem as it shows applications of deep learning models for practical use; the recreation of a food one saw online, a calorie counter for one on a diet, or understanding of food ingredients for allergy considerations.

Specifically, we’re interested in learning how to build these models, understanding and potentially improving on the used architectures. Our dataset [1] contains cross-modal data (both image and textual info). As such, our approach enables us to investigate both CNN and LSTM architectures - an exciting prospect as it melds multiple aspects of the course together.

1. Approach
2. S
3. Work done
   1. Justin
      1. developed the main.py function to run the code for necessary use in this project
      2. modified data\_loader to load appropriate data for both image and text analysis
      3. generated and tuned the CNN architecture for image processing in accordance with <cite paper>
   2. Geoff
      1. Set up and populated initial github (for code base), box (for data store), and jupyterlab repository code & interfaces to enable collaboration and to utilize cloud services
      2. Wrote grid search training script and plotting methods to help tune parameters and display results
      3. generated and tuned the LSTM architecture for ingredient and image processing in accordance with <cite paper>
4. Database

Recipe 1M+ [1]: <http://im2recipe.csail.mit.edu/>
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