This is a nicely written paper giving advice on how to design simulation studies for a standardized evaluation of imputation methodology. It is non-technical and useful. I do however have concerns regarding some arguments made:

Major:

* I think especially the arguments of Section 2 confuse two distinct issues: problems generated by a method and problems generated by inadequate use of the methods from a human. Similarly, there is a confusion about the problems generated by methods and the problems generated by inadequate generalization of humans. I give some examples: Section 2.1.: whether simulation results are generalizable from a given population/data-generating process (DGP) is a data fusion/generalizability/transportability issue but not an issue on how data a generated in a simulation study. Section 2.2: whether method A (e.g. imputation) outperforms method B (e.g. listwise deletion) depends (as later stated by the authors) on the estimand, purpose of the study, used distributions (in the DGP, imputation model, possibly also analysis model), and simulation setup (e.g. dependency structure) – if a human misinterprets findings in a comparison of method A and B, then this is a cognitive problem and not the problem on how missingness was generated in the DGP (some of those reflections can be found in the papers by Sander Greenland). I recommend reflecting this dimension particularly in Section 2 and make clearer distinctions on what actually causes problems, which includes interpretation and generalization of selected simulation studies.
* **Thank you for the suggested reference. We have now emphasized the difference between the methodology itself and its interpretation. We have rewritten parts of the manuscript and we adopted a new structure in order allow for a better distinction in the origin of issues.**

Minor:

* Table 1. I understand the paper is non-technical, but I would give a more precise definition of MCAR/MAR/MNAR or at least give good references. I recommend for example Doretti et al. (1), and also Seaman et al. and Mealli et al. (2, 3)  
  🡪 **We have added more relevant references and have included a short description of each mechanisms in the text.**
* Section 2.3., second last paragraph and Section 3.6 (ii): the authors recommend that confidence intervals should have greater or equal 95% coverage (as it is often recommended). Ideally, the aim should be that actual coverage equals nominal coverage, for example 95%. I would argue that in most cases it would be preferable to have 94% coverage than 100% - and this is line with the authors argument of CI width. Maybe a more refined advice could be given (optional)?  
  🡪 **We have added more nuance to our earlier statements in the revised manuscript.**
* Section 3.2: “as a general rule it would be wise to include one or more multivariate estimands”. I disagree. If there is a clear scientific question or problem, then one has a clear and unambiguous estimand (4), and if this is say a marginal (causal) risk ratio, then there is no need to evaluate say, for example, a conditional odds ratio or a completely unrelated estimand. If a simulation study is inspired by a given question, then it should focus on the estimand of interest.  
  🡪 **We have adopted the suggestion and removed the statement.**
* Section 3.3.: I find the simple MNAR – MAR – MCAR distinction not ideal. While certainly not the main aim of the paper, it should at least be outlined that this distinctions has several problems, including the verification and motivation of MAR when multiple variables are missing and the fact that for given DGP’s a complete case analysis may be valid under MNAR but not MAR. The best reference for those arguments is the Mohan and Pearl paper (5) (see also other related references (6, 7)). Briefly, readers should be at least aware that this distinction can have problems and where to read more. Of course, the authors are right that “missingness should be induced according to several sets of missing data conditions”  
  🡪 **We have included the suggested reference. We have also restructured the revised manuscript to focus more on the match between the missing data problem and the simulation setup, in general.**
* Table 4: while I like rules of thumb, I am unsure whether with 50% missingness we necessarily get bad results if n is large. Can the authors give references for the statements of Table 4?  
  🡪 **We have removed the percentages, since these are indeed not universally applicable.**
* Section 3.5 (ii): In Amelia II this is actually implemented and described in the accompanying paper could be referenced. (8)  
  🡪 **Thank you.** **We have included this in the revised manuscript and point the readership towards straightforward software implementations for over-imputation diagnostics.**
* Section 3.5, (iv): Can you make a stronger argument? I am not convinced it is a good one. The idea of imputation is to make valid inference about some parameter of interest, and while there is no harm in it, I can`t see why imputed values need to be plausible beyond meeting basic requirements (say respecting bounds).  
  🡪 **We have included more reasoning behind our statement.**
* Section 3.6.: I would add item (iv) on prediction and performance evaluation through measures such as the mean squared prediction error, and others. If the aim is purely predictive, and data are missing, I find it convincing to simply evaluate (out of sample) prediction errors.  
  🡪 **We have adopted this suggestion.**
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