Installing Weave Scope

Weave Scope consists of three parts: the probe, the app and the user interface. Scope can be deployed in either a standalone configuration, where you run everything yourself, or you can use Weave Cloud, in which case only the probes run in your environment, and the app and UI are hosted by Weave Cloud.

* [Installing on any Platform and Orchestrator, via Weave Cloud](https://www.weave.works/docs/scope/latest/installing/" \l "weave-cloud)
* [Installing on Docker](https://www.weave.works/docs/scope/latest/installing/#docker)
  + [Single-node](https://www.weave.works/docs/scope/latest/installing/#docker-single-node)
  + [Cluster](https://www.weave.works/docs/scope/latest/installing/#docker-cluster)
  + [Cluster with Weave Net](https://www.weave.works/docs/scope/latest/installing/#docker-cluster-net)
  + [Using Docker Compose](https://www.weave.works/docs/scope/latest/installing/#docker-compose)
* [Installing on Orchestrators](https://www.weave.works/docs/scope/latest/installing/#orchestrators)
  + [Kubernetes](https://www.weave.works/docs/scope/latest/installing/#k8s)
  + [OpenShift](https://www.weave.works/docs/scope/latest/installing/#ose)
  + [Amazon ECS](https://www.weave.works/docs/scope/latest/installing/#ecs)
  + [minimesos](https://www.weave.works/docs/scope/latest/installing/#minimesos)
  + [Mesosphere DC/OS](https://www.weave.works/docs/scope/latest/installing/#dcos)

**Installing on any Platform and Orchestrator, via Weave Cloud**

Weave Cloud is a SaaS that simplifies deployment, monitoring and management of your containers and microservices. Installing Weave Scope via Weave Cloud is the recommended option if:

* You are new to Weave Scope.
* You are deploying to larger clusters.
* You require secure remote access.
* You want to share access with your coworkers.
* You want to minimize Weave Scope memory and CPU usage.
* You want to benefit from Weave Cloud features beyond Weave Scope.

Weave Cloud provides easy step-by-step instructions for installation on a variety of platforms and orchestrators. To get started with Weave Cloud, [sign up for a free trial](https://cloud.weave.works/).

**Installing on Docker**

**Single-node**

To install Scope on a single node, run the following commands:

sudo curl -L git.io/scope -o /usr/local/bin/scope

sudo chmod a+x /usr/local/bin/scope

scope launch

This script downloads and runs a recent Scope image from Docker Hub. Scope needs to be installed onto every machine that you want to monitor.

After Scope is installed, open your browser to http://localhost:4040.

If you are using docker-machine, you can find the IP by running, docker-machine ip <VM name>.

Where,

* <VM name> is the name you gave to your virtual machine with docker-machine.

**Note:** Scope allows anyone with access to the user interface, control over your containers. As such, the Scope app endpoint (port 4040) should not be made accessible on the Internet. Also traffic between the app and the probe is insecure and should not traverse the Internet. This means that you should either use the private / internal IP addresses of your nodes when setting it up, or route this traffic through Weave Net. Put Scope behind a password, by using an application like [Caddy](https://github.com/mholt/caddy) to protect the endpoint and by making port 4040 available to localhost with Caddy proxying it. Or you can skip these steps, and just use Weave Cloud to manage the security for you.

**Cluster**

This example assumes a local cluster that is not networked with Weave Net, and also has no special hostnames or DNS settings. You will launch Scope with the IP addresses of all of the nodes in the cluster.

Suppose you have the following nodes in a cluster:

192.168.100.16

192.168.100.17

192.168.100.18

192.168.100.19

192.168.100.20

Using the above IP addresses, you will manually peer each node with all of the other nodes during Scope launch:

**1. To begin run the following on each node:**

sudo curl -L git.io/scope -o /usr/local/bin/scope

sudo chmod a+x /usr/local/bin/scope

**2. Then on the first node launch scope with:**

scope launch 192.168.100.18 192.168.100.19 192.168.100.20

**3. And do the same for all of the other nodes in your cluster:**

scope launch 192.168.100.17 192.168.100.20 192.168.100.21

scope launch 192.168.100.17 192.168.100.18 192.168.100.21

scope launch 192.168.100.17 192.198.100.19 192.168.100.20

**Cluster with Weave Net**

If Scope is running on the same machine as the Weave Network, then the probe uses weaveDNS to automatically discover any other apps on the network. Scope does this by registering itself under the address scope.weave.local.

Each probe sends its reports to every app registered at this address. If you have weaveDNS set up and running, no further steps are required.

If you don’t want to use weaveDNS, then Scope can be instructed to cluster with other Scope instances on the command line. Hostnames and IP addresses are acceptable, both with and without ports, for example:

scope launch scope1:4030 192.168.0.12 192.168.0.11:4030

Hostnames will be regularly resolved as A records, and each answer used as a target.

**Using Docker Compose**

To install Scope on your local Docker machine using Docker Compose, copy the contents of one of the two fragments below into a file docker-compose.yml and run

docker-compose up -d

Scope needs to be installed onto every machine that you want to monitor. Once launched, Scope doesn’t require any other configuration and it also doesn’t depend on Weave Net.

After it’s been launched, open your browser to http://localhost:4040.

**Docker Compose Format Version 1:**

scope:

image: weaveworks/scope:1.11.6

net: "host"

pid: "host"

privileged: true

labels:

- "works.weave.role=system"

volumes:

- "/var/run/docker.sock:/var/run/docker.sock:rw"

command:

- "--probe.docker=true"

**Docker Compose Format Version 2:**

version: '2'

services:

scope:

image: weaveworks/scope:1.11.6

network\_mode: "host"

pid: "host"

privileged: true

labels:

- "works.weave.role=system"

volumes:

- "/var/run/docker.sock:/var/run/docker.sock:rw"

command:

- "--probe.docker=true"

Version 2 of this YAML file supports networks and volumes as defined by any plugins you might be using. See [Compose File Reference](https://docs.docker.com/compose/compose-file/) for more information.

**Installing on Orchestrators**

**Kubernetes**

If your cluster is on GKE, first you need to grant permissions for the installation with:

kubectl create clusterrolebinding "cluster-admin-$(whoami)" --clusterrole=cluster-admin --user="$(gcloud config get-value core/account)"

To install Weave Scope on your Kubernetes cluster, run

kubectl apply -f "https://cloud.weave.works/k8s/scope.yaml?k8s-version=$(kubectl version | base64 | tr -d '\n')"

This downloads a recent Scope image from Dockerhub and launches a probe onto every node as well as a single Scope app. Once launched, Scope doesn’t require any other configuration.

Allowable parameters for the launcher URL:

* v - Weave Scope version or tag, e.g. latest current release is the default
* k8s-service-type - Kubernetes service type (for running Scope in Standalone mode), can be either LoadBalancer or NodePort, by default this is unspecified (only internal access)

**Open Scope in Your Browser**

kubectl port-forward -n weave "$(kubectl get -n weave pod --selector=weave-scope-component=app -o jsonpath='{.items..metadata.name}')" 4040

The URL is: http://localhost:4040.

**Note:** Do not expose the Scope service to the Internet, e.g. by changing the type to NodePort or LoadBalancer. Scope allows anyone with access to the user interface control over your hosts and containers.

**Kubernetes (local clone)**

A simple way to get Scope running in a Kubernetes setting is to

1. Spin up a cluster wherever it suits you. [Minikube](https://github.com/kubernetes/minikube) is a simple option.
2. Clone the Scope repo:
3. git clone https://github.com/weaveworks/scope

cd scope

1. Run

kubectl apply -f examples/k8s

to deploy Scope to your cluster.

1. Port-forward to access weave-scope-app:

kubectl port-forward svc/weave-scope-app -n weave 4040:80

1. Point your browser to [http://127.0.0.1:4040.](http://127.0.0.1:4040./)

**OpenShift**

To install Weave Scope on OpenShift, you first need to login as system:admin user with the following command:

oc login -u system:admin

Next, create a dedicated project for Weave Scope then apply policy changes needed to run Weave Scope:

oc new-project weave

# Scope probe pods need full access to Kubernetes API via 'weave-scope' service account

oc adm policy add-cluster-role-to-user cluster-admin -z weave-scope

# Scope probe pods also need to run as priviliaged containers, so grant 'priviliged' Security Context Constrains (SCC) for 'weave-scope' service account

oc adm policy add-scc-to-user privileged -z weave-scope

# Scope app has an init daemon that has to run as UID 0, so grant 'anyuid' SCC for 'default' service account

oc adm policy add-scc-to-user anyuid -z default

The installation method for Scope on OpenShift is very similar to the one described [above](https://www.weave.works/docs/scope/latest/installing/#k8s) for Kubernetes, but instead of kubectl apply ... you need to use oc apply ... and install it into the namespace of the weave project you have just created, and not the weave namespace, i.e.:

oc apply -f 'https://cloud.weave.works/k8s/scope.yaml'

To access the Scope app from the browser, please refer to Kubernetes instructions [above](https://www.weave.works/docs/scope/latest/installing/" \l "k8s).

**Amazon ECS**

There are currently three options for launching Weave Scope in ECS:

* A [CloudFormation template](https://www.weave.works/deploy-weave-aws-cloudformation-template/) to launch and easily evaluate Scope directly from your browser.
* An [Amazon Machine Image (AMI)](https://www.weave.works/docs/scope/latest/AMI) for each ECS region.
* [A simple way to tailor the AMIs to your needs](https://github.com/weaveworks/integrations/tree/master/aws/ecs" \l "creating-your-own-customized-weave-ecs-ami).

The AWS CloudFormation template is the easiest way to get started with Weave Net and Weave Scope. CloudFormation templates provide developers and systems administrators a simple way to create a collection or a stack of related AWS resources, and it provisions and updates them in an orderly and predictable fashion.

Use this specially created Weaveworks CloudFormation template to create an EC2 instance with all of the resources you need, including Weave Net and Weave Scope.

Before launching the stack:

* [Set up an Amazon Account](http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/get-set-up-for-amazon-ec2.html)
* [Create the Key Pairs](http://docs.aws.amazon.com/gettingstarted/latest/wah/getting-started-prereq.html). You will need to reference the name of the key pairs when you create the stack.

The link below will launch a sample app using a Cloudformation template, but you can swap out the IdentiOrca app and use your own app instead.

**Ready to launch a stack?  Click here to launch a stack to AWS:**

[![https://www.weave.works/docs/scope/latest/images/cloudformation-launch-stack.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJAAAAAbCAYAAACTMQajAAAACXBIWXMAAAsTAAALEwEAmpwYAAAB2mlDQ1BQaG90b3Nob3AgSUNDIHByb2ZpbGUAAHjanZJNa1NBFIafSSR1UUuRCC4HNyYYBcFNFMR81CiX4YbbLpLg5vbONLnY+8Fkbm13gv4M/QcuunLnP/ADKbj2R4jLxEWMpkoX7bN6Z+a8nPNyBsrvvI7aLm1Ckjob9NpyMBzJtc+sI7jKfa6F0TRX2493ADy/2wp8pfiLgJ/fEAAntzy/2+J8rEe5dSCqwBNtphGIZ8CrFy53IL4DVbsTdED8ADbGK3p3RdvBcASlS0B1vNDXgeruQjeAqk5SDaVHQKoTraF0DHxNkkxD+TVQc+bQAXSy/MjG44mTtagut8KpS8JUepkOn8tOluRhetSQd5vNZkOG+/vSxuOJm0prpsYeGH2HRRYArvRt1p9kLpNBr70MvjGb08eS0WdChiNDEtCjfabnvAyGI7lQf3bUiAp7sNyd+LRa8/EePP1w2nfjDbx/ePrucgWowMntlYwVz++2vGXjtdkcD58uLbz/ny/KSr+bgdkz1qSRkX7h8sJJZXRcJFIZZ+OoFvhK1aVcOmuzOQGGPQwWQ0qEQeJT4MgpcEgUBk1MQfL75LDERNQI8FEo6kjkBSY4i8XfA6hswtuyEEIcf3nw8t+6X6pCmakR9IQ5AAAAIGNIUk0AAIcKAACMDQABHv0AAGeiAAA+WAABSEcAAA5MAAAACpy2nVUAAAzISURBVHja7Jt5cFTXlYe/13urtSFQo9UIJMBstnASMLLjCKgQQpwpDAQXmUrhhcp4DEmIyeKtEmlmiFzxxMZ2gguX7Zh4nCqc4EBkbIKjkhBEjGVbYhGbkAEBWhCo1fv2tvnjqZ/UrRbI2FNlOTpVt7rffeec+7v3nnveOffdJ6iqqtJPf9rbwh92H+HUuSuEIxJj9M9F2VkO8p3pzJnmZO6MXO64bRJ5zrRrygiqqqpX+4LMXbEVm9VEmsOK3WrCbDLGMZrNBmwW89gojzKSZWXYe6Isx1+LCqIkE4pIhCMSobDITx+8k+WLZwxrSIKqqmrhwv8mzWFlTVmYNYvs5Oc4sRriGzYYLWOz8QUmRY4SDPu46vLTfOIChy9mUH10om5Ir2xezqL5U4Ya0M59x9Wf/2Yf313g5vt3O8m3mkGMghIe2orBNjbSX2QyW1BTBy4vXLpE9fshXm2YjC8Q4RcPL+R7/3JrnIhp3z/aMJuMfGNBIZmiH0QPAKpVHWptytgYfxGotUOlsSXEuT4rVwN2AlET48alMt3pJS9LYPrEEMVF6UzKLGD9SvhScSvrX5/Cf2ytBYgzImHuiq1qOCKx83ErE4JXyU4VhjSYzJjGaPTR2XaJvY0K734kEVGsZGSkYLWasNst2O1aiGKzWUizyXy5KMi8KWEmZFpRx1k43naR1VuyhzzODFdcAc17GaJYCSUPlCICQkQYm4FRTCdbQ1T9j5sX3uqjp09GkmSCwQiR/mw7GtUCakVR8AQFak442PWhlY87wgi9XmaVFPLKugvYbWbWPvoWnT0+AIzpRUsqrBYTa+4ScEQDWE0iqP1FSMi6TKN7EOs+PMf26maK8jLJTLN/rrGe7+zjuT8eAqAob9yn8zznIvzi5R5qDgUQFRWDQQAEBEFzCiaTEaPRQGxDx2g0AHDVb8EfVijMDOCQRAqK87HIXTSedTAu3c5X5uRrJiFKcnLrUIIJnihlWJAL178MQO3v1n1uJ6W+8RyVL9dQfstkJo/PGrFc5Ss1vLanifNdfQCUTs2ldFouv39y1f8b1vZ2N5XbaqhYt5iFc6Z8Kl3bdgV4c98V7HYbtqgBCA7hiUQkMjNTCIXiU/sjF2xk2cOsuM2N0GvgW2U5PL0nStVL9SxfPGMYn2JIAbPlE2VhdU1ntT/W9M/vsjZa+7MNx4hxVm57h4qXayjKG0/Fvy3TvEOXi7oPz+g6Xvvr/7L97fd5dtNKSqcXfEYZkWMA86cY00PHXPzhnXYAQqEwIcLIgkO/39hYxcKFFfq1zWYmHBax2QaePvtPWLi1wEyx002+3cbD35R5vtrAP5raNQOSpEHplTUTLBfB98HQYFqwXhewGt75ubUfVTqv/UbrUcNHRySz5Y0DADS9NpPM1FiMaAdu0ft6/uJ56j48R1/v31DDmZ8N1qi7H/NJ1HDohvX8/aCRy73xzsDrjeepra2grOwJRFEmFErBbodBLygIheDEBSPFThEiXubPcEK1h+aTXRgGwhsRNcsMkbeSGg+AoEaGLdfjae/0smh9E4ayWgxltUxZ2cDu/V36/SOtLhatb2L7novD1m3fc5FF65v0+piewTIxuRWPHtHbeuS5U9o9tIDxSKub29Y2JsWRWNx+TcbjDSa9v2h9E9vf6QTgkeda4/Du3t+lt2Moq9WxjwxrVBtPJAQ1gscXYMWjR5LquFZpOKYAiXt6YbzeAC6XX69paNiMxxMkGPTh8QTp6wvElQ/aBD2scaZrBn2stUczIElWMJutGHp3DwTQycqnCQq7tU5UPFjIxntzcftk7nnsFIfPaFmg2y9R1+yhvXvAGBPr2rsj1DV7WLjhOEW5VioeLMTtk7l/c5s+0W6/xMINx9lV7+K+ZU6dZzD9+PlzlE516DgGyydS+dwMLcb7QQs/fv4cu+pdw/IO6XNXRMd53zKnjn1w/66HVY8x+/mKcq2UTnWMeNxbzsq60cQbUphQKN6wGhurcLsDeDxB3O4AoVBULycvDMyL3WxAkhU6erwDMVDv8a2kOK/zumIkRjQMT3lpCuUvTNOvv1bq4J7H2thdf5XSEguo/R1VlQEdiXWq9qj95QN5bFw9UZsEX5Qtb17mcKuX8rlpVL5yAbdf4tkf3qTz6Lj65f9SVcLyr47TdQ+WT6S/VBVzz2NnqGv2sWVHF1t2dGkL4YF8fvlAHrUvTKPy1U4qXu3g2R8WDuhQRTaunsDG1RN0XZmpAlvevExdk2sEWAf6fv/mVg6fCXDfsgn8/vFJn2gxX+oBiPHbknijeGpufpopU9ZjsZj0vSGAQMCEak9DCIVwmjV9V1yBAQMSpfjNwnD0xradE+VEScVsEvD4Zf5reyev/60Xj18mI1V7WSvJKuGoQlRU4q6BuDpfUEaSNYwzi2w6T6rdqPOGowofndYyjIeWZw/BEpNPsRqGlY/h1YNKi8C7v5lGe3eUo21BqhvcvL63l4pXO1gw28FdpWm63pgOPZPqjvLTrRepPqjFM7E+x/iaWgew+oJyXLuxvj/7Zjcev8y378zkxZ9MitOfiDUZ5WcrdFwxDPJCXNOYUlL+FbPZiMNswm8zY7GY+vXIyIIXk6GAHtEMiGRnOQZiIICIqE3ejRpP0mSiv4O/3dnDb3f2cGtJCk+uzeOu0rQb0jOYQpGhOAXhs8Gb2M6kHAvfvjOTl35WxIaVTgAOHPFfU9f3f32e6oNuvrd0PE+uzWNSjvUTtQtwa4m2dVJ/2IfHL49IZjDNmuwHIoMKwzzSQBC+RSikxUddvR5cLj+9vT7C3hB5mS5k3ynElBS8EROqIpLvTNc8kKqIDOeJkq3ga1GySQWoa9ZC/11VJQDsOeSh+qAbUVYJRRQioqb7bGdY13HmktbhGI/Y335EVHWexLpZRXbqD/t4Zkc3/77cGe8NRyA/kn6d69Rw2W3CsLhik37nLak896ObtDDBI3G0LTgirLHxWDA7ldWLstjwTDtf33iav/56KhkO44gXxJdvtrCvMU5z8gRJWJzglWxa2h8CLzB7kpdo2I2Q3ktnby4Ac6Y5YwYkI0oqseMhwxlKrFPXort/dmZI3c7NJeRna8/T71aepdBpYUeNCwBZVomIKl+Z4aDQaeGP77mQFUh3GHWeleXjiIgqcj8uUVJ1LIl19989gTfe6+WJbR0cbQtR6LTw7vse/r5l+ojkE2neuhOUzUmlsD8+bGjx03DMT7rDyKryLCKiisOmOfLHtl3im/MzmDXZztLbMyh0Wjh41M/PX7yENyDr/RkJ1thClmWVleXjOHDEx44aF4++eIkt/QY5ErpjjomcLJFuV8xwUpIYzx1DjGewd5o4PoUFs/xIsorgPUV9kwGwMndGrvYqQ1UkVs0+hsNuJtmZsYioIisgy6Cqycuh4359kBNpVXkWC2al0tQapK7Jx5U+iaqHCrnilrh9Viozi+yoqrbarroldh9w03Q6SEmBja2bivT7Fy5H8QZllszLYEKGOWldWoqR26Y58AVldh9w09DipyTfxqryrBHJJ/brxPkQh1r87H3fQ0OL9shaOj+D320q0vmL82183BHhUIufhhY/c6c6mDvVwYLZqexv9lHb5CPdYeSRe3NGjNXjl/m4I6KPzzfmZeANyrRdiqAo6GNyvZKTpdDlEmk6HVscYn/RJrqy8qX+txDSoBL/3mrd3R7WfF3Llo+eUnjybS0Z+s8fLUEoKH9aVaQwb6x+g8KJZhz24d1jeOyF6qik9m741esi+xqTbREkez2Vof9bejtUPOBlUo5mWE/tncGfW+bw+EOLeXjNvAEzi0oKUVHFdo1MXlbGzkmPRipwwkPLBVTVwHsfJMZ5wSRG5AEyWDpf5AcrwxRkSwRCMjWnc/nT0ZkYTGaWL56h+ansLAeXe8J09JkYn6FgMcvYLMaE1FzuTy3HzgWNVrr5JvjJGpGiXDNv7Vfo9SQa0YA3mpBh4TsLA9y7OEqBUyIchbrWLCr3fRWA7U+t0M9Im+bNyae6ppdjndnkj+u6ZmooymMGNJopZ7yZDSth8Zes1HwkcvI8tF0y0+2KkJNlpaQgzJwpqXxtbohbimM7+wq1rRN5pr4Mg9lI1aZlcWejTUvuKOHt2uMc7sqjOKsHWYmSnmLCZhWGbAiGI2MGNFppsGMoyI6wdqn232iMJKT32nbLZZfKx56J1J/K4r2zMzGYHVRtWjbkTLT+VYYihZmefoKywjPc7HSRYjMMAREMjx2KHi1kNF4/4bGa43k8YQtXAilc7MvkrCuL5p6pCEYbBpON7U+tSP5VxuDvwhQpjCqHUeWozqAqA5G7KkfGZuYLRIIx+c64wWxHMGpnv554eMn1vwuLXYx9mfrPTTfyZer/DQBRR1WqBtyN3gAAAABJRU5ErkJggg==)](https://console.aws.amazon.com/cloudformation/home#/stacks/new?templateURL=https:%2F%2Fs3.amazonaws.com%2Fweaveworks-cfn-public%2Fintegrations%2Fecs-identiorca.json)

For step by step instructions on how to configure the stack, see: [Install Weave to AWS with One-Click](https://www.weave.works/docs/cloud/latest/install/ecs-no-kubernetes/)

**minimesos**

The [minimesos](https://github.com/ContainerSolutions/minimesos) project enables you to run an Apache Mesos cluster on a single machine, which makes it very easy to develop Mesos frameworks.

By default, Weave Scope is included in the minimesos cluster, and can be accessed at http://172.17.0.1:4040/.

If Weave Scope is removed from your minimesos cluster, you can add it back with the following command:

minimesos install --marathonFile https://raw.githubusercontent.com/weaveworks/scope/master/examples/mesos/minimesos.json

**DC/OS**

Scope can be installed as a DC/OS Package through the open Universe.

DC/OS is short for Datacenter Operating System, a distributed operating system using Apache Mesos as its kernel. The easiest way to get start with DC/OS in the public-cloud is to [deploy it on Amazon Web Services (AWS)](https://mesosphere.com/amazon/).

**See Also**

* [Understanding Weave Scope](https://www.weave.works/docs/scope/latest/how-it-works)
* [Scope’s FAQ](https://www.weave.works/docs/scope/latest/faq)