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8. Let A =

0

@
1 2
2 �1
�2 1

1

A .

(a) (4 pts) Find the eigenvalues and corresponding eigenvectors of the matrix ATA.

(b) (6 pts) Find the singular value decomposition A = U⌃V T . Explicitly compute all three
matrices U , ⌃, and V .

Math 417 Matrix Algebra Page 9 of 12 Final Exam

ATA LIYE tercet span El
E3 Es KerATA SI

charpoy X treataltttetlata ther EY span i
ofATA 42 154 54 4 Eigenvectors are

X 15 50 W I andwe h
X 10 d s

xm an lnxm nm

I til etc
v tsk

e ar E t
it 1 I AEL HE

94 ate

a u

É E lil 1

orthogonal

Ari As i

1
I É



1. (20 pts) For the following statements, circle True if the statement is always true, and circle
False otherwise. Make sure it is completely clear which is your final answer. No explanations
are required for this question, and no partial credit. Read the questions very carefully!

All matrices/eigenvalues/eigenvectors are assumed to have coe�cients in R unless otherwise
specified, and similarly for the property of diagonalizability.

(a) If the reduced row echelon form of a square matrix A is the identity, then A is invertible.

True False

(b) If T : R4 ! R3 is a linear transformation whose image is a plane, then the kernel of T is
also a plane.

True False

(c) If ~x is a vector in Rn and V is a subspace of Rn, then kprojV (~x)k  k~xk.

True False

(d) If ~v and ~w are linearly independent vectors in R4, then ~v · ~w = 0.

True False

(e) If A is a 100⇥ 100 matrix and AAT = Id100 (the identity matrix), then detA = 1.

True False

(f) All symmetric n⇥ n matrices are diagonalizable.

True False

(g) All diagonalizable n⇥ n matrices are symmetric.

True False

(h) If an n ⇥ n matrix A is diagonalizable, then every vector v 2 Rn may be written as a
linear combination of the eigenvectors of A.

True False

(i) If ~v is an eigenvector of a matrix A, then ~v is an eigenvector of A1000.

True False

(j) The following matrix has negative determinant:

0

BBBB@

0 1 1 1 99999
99999 0 0 0 0

2 99999 1 1 2
1 �2 99999 1 0
1 0 0 99999 2

1

CCCCA

True False
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