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# Abstract and key terms

The non-destructive near infrared (NIR) spectroscopy has been successfully applied to assess the properties of biological tissues, such as articular cartilage. In general, the spectroscopic data includes absorbance values from broad wavelength region, thus resulting in a large number of contributing factors and complexity amongst variables. Furthermore, this broad spectrum includes information from noisy variables potentially contributing to error during spectroscopic analysis. In this study, several regression techniques such as principal component regression (PCR), partial least squares (PLS), least absolute shrinkage and selection operator (LASSO), ridge regression and least squares support vector machines (LS-SVM) are studied to find the most suitable technique for modeling cartilage properties using pre-existing NIR equine data. Additionally, the most suitable variable selection methods including Monte Carlo uninformative variable elimination (MC-UVE), competitive adaptive reweighted samplings (CARS), variable combination population analysis (VCPA), backwards interval on PLS (biPLS), genetic algorithm (GA) and jack-knife are explored. The comparative analysis indicates PLS technique to be an ideal choice for cartilage NIR research. Furthermore, variable selection methods, especially MC-UVE with PLS enhanced the results. Thus, variable selection based PLS can effectively model cartilage NIR data with functional tissue parameters.

**Key terms:** spectroscopy; variable selection; near infrared; partial least squares (PLS) regression

# Introduction

Articular cartilage (AC) is a specialized type of hyaline cartilage found at the distal ends of bones providing smooth and load bearing interfaces in joints. Degenerative joint conditions such as Osteoarthritis(OA) are generally characterized by disruption of superficial collagen, loss of proteoglycan (PG) and changes in tissue functional properties9,29,14. Non-destructive light-based spectroscopic imaging modalities, such as Optical coherence tomography (OCT)25, Fourier transform infrared (FTIR)28, Near infrared (NIR)31 and Raman7, have been quite effective in cartilage research. Recent cartilage research studies ( Afara et al 2013 6 & 2015 2 , Palukuru et al 201424 & 201620 and Sarin et al 201630) have advocated the use of NIR as a better method due to superior tissue depth penetration. Application of NIR spectroscopy in articular cartilage research has enabled the assessment of the tissue compositional and biomechanical properties in OA 32,5,23 .

Multivariate15 regression techniques are typically used to extract information from the NIR spectral data since univariate approaches are often inefficient due to multi-collinearity in NIR data as suggested by Afara et.al3. Regression methods enable building mathematical models relating NIR spectra data with the functional properties of the sample specimen (e.g. cartilage). The popular multivariate regression techniques utilized in NIR spectroscopy are principal component regression (PCR)22 and partial least squares regression (PLSR)35. PLSR is most commonly used in NIR spectroscopic studies of articular cartilage. However, the regression shrinkage methods, such as ridge regression34 and least absolute shrinkage and selection operator (LASSO), and least square version of support vector machines based regression called LS-SVM10, have not been used in NIR studies of articular cartilage (AC).

Selecting optimal variables for regression models is an essential step as the spectra may contain noisy or irrelevant variables that hinder the analysis. Usually variable selection has been done by restricting the spectral wavelength due to experimental or known restrictions also called manual selection of wavelength, which may result in inconsistent results and is prone to human error. Statistical studies conducted by Xiaobo et al37, Westad et.al36 and Mehmood et.al21 have shown the significance of variable selection methods in multivariate regression techniques. Application of variable selection21 method in regression is based on the principle of either choosing the most contributing variables or eliminating noncontributing variables37. MC-UVE, CARS, VCPA, interval selection methods, GA and jack-knife encompasses different variable selection methods available for NIR research application.

In this study, multiple multivariate regression and variable selection methods are utilized in an attempt to find the most suitable algorithms for cartilage research. We hypothesized the PLS to be optimal regression method and variable selection methods to significantly increase the reliability of the results. To test the hypothesis, calibration models between spectral and reference data were built and evaluated with independent test group

# Materials and methods

1. *Material*

The study was conducted on the pre-existing NIR data30 from equine AC comprised of NIR spectral data and functional properties. Briefly, equine metacarpophalangeal joints (N=5) were gathered and areas of interest (AI, N=44) of intact and damaged cartilage were selected by equine surgeons. The AIs were uniformly divided into grids, thus resulting in a total of 869 measurement points. The spectral data matrix (869 x 2000) included the absorbance information from the wavelength range of 700-1050 nm.

The functional properties including equilibrium, dynamic and instantaneous moduli were obtained via indentation16 testing. Additionally, cartilage thickness was determined with optical coherence tomography12,13. The details of the data acquisition are given in more detail in the paper *Sarin et al* 2016.

1. *Methods*

The NIR spectra data was preprocessed by smoothing and filtering using third degree Savitzky-Golay filter with a 25 nm window to remove the background noise. Furthermore, second derivative was applied on the smoothed and filtered data to remove the offset and linear elements of the baseline and to increase the separation between the absorption peaks.

The dataset was divided into two sets similarly as in the original study by Sarin. et.al 2016. The first set, called the training set, consisting of 799 samples was used for calibration model training, and the second set, called the test set, consisting of 70 samples was used to evaluate the model performance27. Regression models were fine-tuned using the model performance on the test set. After the technique specific optimization, the model parameters were finally optimized for the highest R2 and the lowest root mean square error of prediction (RMSEP) for the test set. The software analysis was done using MATLAB R2014a (8.3.0.532) on a 64-bit computing environment.

*Regression methods*

PCR, PLS, ridge, LASSO and LS-SVM methods are used for multivariate regression comparative analysis. Built-in MATLAB functions *princomp, plsregress, ridge, lasso* and *LS-SVM toolbox* from LS-SVMlab33 v1.8 were used to regress the NIR data with functional parameters respectively.

PCR (*princomp*) was optimized by first building series of models with iteratively increasing number of principal components (PC). The number of PC’s are varied by increasing the number principal component scores and principal component loadings simultaneously until maximum number of components is reached (max =15). Next, the best PCR model with the highest R2 test and the lowest RMSEP was retained and number of components recorded. Similarly, PLSR (*plsregress*) was first optimized by building series of models as function of number of components (n=15) and each model cross validated individually by k-fold operation (k=10) and the best PLSR model with the highest R2 test set and the lowest RMSEP retained. For Ridge regression the vector of the ridge parameters was varied (r = 0 to 1000) in small steps (step size = 0.01) and series of models built as a function of step size. Similar to PCR and PLSR, the best model was retained. In LASSO regression, the initial coefficients are calculated by regularization algorithm (*lasso*) and cross validated by k-fold (k=10). Models series were built as a function of variation in lambda value. Following the previous methods as in PCR, PLR and ridge the best model was retained. For LS-LVM the initialization (*initlssvm*), tuning (*tunelssvm*) and optimization (*trainlssvm*) of the preprocessed is auto handled by the respective functions of the toolbox.

*Variable selection methods*

MC-UVE, CARS, VCPA, biPLS, GA and Jack-knife were used to further enhance the prediction model. The algorithms for MC-UVE and CARS18 were obtained from *Integrated library for PLS and discriminant analysis*19, VCPA40 from *Variable Combination Population Analysis toolbox*, GA algorithm from *PLS-Genetic algorithm toolbox*26 and Jack-knife algorithm11 was coded manually.

MC-UVE (*mcuvepls*) variable selection was optimized by first calculating the reliability index of all the wavelengths and then determining the optimal threshold for reliability index by finding the maximum correlation with the training set. CARS (*carspls*) and VCPA (*vcpa*) did not require additional input and the respective functions auto handled the optimization. In interval selection method the algorithm is optimized by elimination of the non-informative intervals as the Leardi method17, the 3 intervals (interval = 5, 17, 19) with the lowest RMSECV are retained. In GA algorithm the effective number of evaluation (n1= 182) and number of variables (n2 = ~100) was first evaluated using the *gaplsopt* function in the toolbox and the main function *gaplssp* was invoked to perform the GA algorithm. In Jack-knife the student’s t-statistics is used to determine the variable selection by selecting variables with values less than threshold (t = 0.05).

*Statistics and model comparison*

The calibration models developed were analyzed on 5 key parameters, root mean square error of calibration (RMSEC), R2 training set, root mean square error of prediction (RMSEP), R2 testing set and error percentage in test dataset. Additionally, for PLSR, PCR and variable based PLS the number of components are recorded.

# Results

The regression models were built and optimized for all the measured functional properties, namely cartilage thickness, instantaneous modulus, equilibrium modulus and dynamic modulus. PLSR technique was found to the best with the highest R2 test and the lowest RMSEP and error percentage compared to other regression methods (table 1).

**Table 1: Comparison of different regression methods across different tissue parameters. Data is arranged in the descending order of the R2 Test as highlighted in bold. Number of components for PLSR and PCR is indicated by C.**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Cartilage Thickness (mm)** | | | |  |
| **Regression method** | **Train Set** | | **Test Set** | | **Error %** | |
| **R2 Train** | **RMSEC** | **R2 Test** | **RMSEP** |
| **PLSR (C = 5)** | 70.28 | 0.13 | **75.57** | 0.11 | 5.94 | |
| **RIDGE** | 73.02 | 0.12 | **74.09** | 0.11 | 6.17 | |
| **LASSO** | 72.90 | 0.12 | **68.63** | 0.12 | 6.90 | |
| **LSSVM** | 77.55 | 0.11 | **67.87** | 0.13 | 6.89 | |
| **PCR (C= 13)** | 60.44 | 0.15 | **67.38** | 0.13 | 7.02 | |
|  | **Instantaneous Modulus (MPa)** | | | |  |
| **PLSR (C = 6)** | 41.82 | 2.63 | **57.16** | 2.31 | 9.04 | |
| **RIDGE** | 41.82 | 2.63 | **54.08** | 2.39 | 9.76 | |
| **LASSO** | 40.82 | 2.65 | **52.67** | 2.42 | 9.79 | |
| **PCR (C = 10)** | 29.60 | 2.89 | **51.50** | 2.45 | 9.76 | |
| **LSSVM** | 98.97 | 0.35 | **43.78** | 2.64 | 11.41 | |
|  | **Equilibrium Modulus (MPa)** | | | |  |
| **PLSR (C = 5)** | 65.95 | 0.87 | 66.84 | 0.97 | 15.73 | |
| **LASSO** | 82.03 | 0.63 | 60.51 | 1.06 | 17.36 | |
| **RIDGE** | 75.88 | 0.73 | 54.54 | 1.17 | 20.39 | |
| **LSSVM** | 60.28 | 0.93 | 49.27 | 1.20 | 20.66 | |
| **PCR (C = 15)** | 24.74 | 1.29 | 35.18 | 1.36 | 21.63 | |
|  | **Dynamic Modulus (MPa)** | | | |  |
| **LASSO** | 69.17 | 3.44 | **66.35** | 3.56 | 13.85 | |
| **PLSR (C = 2)** | 37.27 | 4.91 | **64.88** | 3.64 | 13.06 | |
| **RIDGE** | 63.46 | 3.75 | **61.31** | 3.83 | 15.44 | |
| **PCR (C = 6)** | 27.03 | 5.30 | **60.35** | 3.87 | 14.55 | |
| **LSSVM** | 72.83 | 3.23 | **59.08** | 3.93 | 15.43 | |

However, in case of dynamic modulus property, LASSO was found to have the highest R2 for train set, but it also had a higher error percentage than PLSR.

**Table 2: Variable methods comparison for different tissue parameters. the data is presented in the descending order of R2 test set**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **Cartilage Thickness (mm)** | | | | |  |
| **Variable Selection method** | **No. Of PLS Components** | **Model** | | **TEST** | | **Error Percentage** | |
| **R2** | **RMSEC** | **R2** | **RMSEP** |
| **MC-UVE-PLS** | 4 | 70.53 | 0.14 | **76.20** | 0.11 | 5.89 | |
| **JK-PLS** | 1 | 59.65 | 0.15 | **74.05** | 0.11 | 6.14 | |
| **GA-PLS** | 6 | 70.65 | 0.15 | **70.76** | 0.12 | 6.47 | |
| **BIPLS** | 12 | 59.05 | 0.15 | **70.05** | 0.12 | 6.59 | |
| **VCPA** | 3 | 63.15 | 0.15 | **66.13** | 0.13 | 7.02 | |
| **CARS** | 4 | 70.58 | 0.14 | **62.02** | 0.14 | 7.65 | |
|  | **Instantaneous Modulus (MPa)** | | | | |  |
| **CARS** | 5 | 43.39 | 2.79 | **56.72** | 2.32 | 8.99 | |
| **MC-UVE-PLS** | 4 | 39.19 | 2.86 | **56.66** | 2.32 | 9.46 | |
| **JK-PLS** | 7 | 32.40 | 2.98 | **53.21** | 2.41 | 9.41 | |
| **GA-PLS** | 2 | 30.97 | 2.88 | **51.56** | 2.45 | 9.86 | |
| **VCPA** | 3 | 33.41 | 2.84 | **51.19** | 2.46 | 9.48 | |
| **BIPLS** | 3 | 20.16 | 3.08 | **43.55** | 2.65 | 9.98 | |
|  | **Equilibrium Modulus (MPa)** | | | | |  |
| **MC-UVE-PLS** | 3 | 59.26 | 1.20 | **62.98** | 1.03 | 17.25 | |
| **GA-PLS** | 10 | 61.41 | 1.31 | **60.47** | 1.06 | 17.60 | |
| **VCPA** | 5 | 48.47 | 1.13 | **58.35** | 1.09 | 17.58 | |
| **JK-PLS** | 8 | 41.43 | 1.34 | **52.87** | 1.16 | 19.14 | |
| **CARS** | 2 | 44.49 | 1.26 | **45.37** | 1.25 | 19.82 | |
| **BIPLS** | 5 | 36.84 | 1.18 | **41.65** | 1.29 | 20.34 | |
|  | **Dynamic Modulus (MPa)** | | | | |  |
| **MC-UVE-PLS** | 3 | 63.53 | 4.80 | **72.31** | 3.23 | 12.93 | |
| **GA-PLS** | 3 | 50.88 | 4.83 | **69.75** | 3.38 | 12.29 | |
| **VCPA** | 2 | 43.06 | 4.86 | **67.61** | 3.50 | 13.76 | |
| **JK-PLS** | 5 | 43.64 | 5.27 | **67.47** | 3.50 | 13.49 | |
| **CARS** | 3 | 63.13 | 4.45 | **67.05** | 3.53 | 13.20 | |
| **BIPLS** | 7 | 38.73 | 4.85 | **55.98** | 4.07 | 14.87 | |

PLS models optimized by using variable selection methods showed much better model performance (table 2). MC-UVE-PLS was found to improve the PLS performance parameters the most.

# Discussion

In this study, for the first time a comparative analysis (table 1) of multivariate regression methods in NIR spectroscopy on cartilage data is presented. First, comparison of different optimized multivariate regression techniques, namely PLS, PCR, LASSO, ridge and LS-SVM, using key statistical parameters was conducted. The model performances were measured on all important tissue properties4. PLS regression was found to be the best regression method based on the results of the first study.

Second, the effect of variable selection methods on the performance of PLS regression models was evaluated (table 2). The wavelength region of input NIR spectra was limited to 700-1050 nm range to follow the procedure of the original study by Sarin et.al 2016. As a result, the variable selection methods had a relatively narrow spectrum of variables. Nonetheless, the results show the applicability of variable selection methods in regression analysis, which is consistent with the findings from Abrahamsson .et.al1 research on pharmaceutical application.

Recent cartilage research studies have favored projection regression methods such has PLSR and PCR due to ease of implementation. However, variable selection methods have not been applied earlier. PLSR modelled (table 1) the optical response of the tissue for articular cartilage thickness better (10% to 30% higher) compared to other functional tissue properties. This is attributed to direct relationship tissue thickness6 due to path length effect to the distance the light travels6. The regression comparison highlighted some limitations of sophisticated regression techniques in modelling cartilage data, as LS-LVM and PCR seemed to suffer from overfitting and underfitting, respectively. The results of the second study show that the variable selection improves the model performance and enhances the results of PLSR, and hence MC-UVE-PLS is quite favorable in cartilage application.

The prediction models built with variable selection methods has smaller number of components when compared to just PLSR in case of cartilage thickness (difference = 1), instantaneous modulus (difference = 1 in CARS and difference = 2 in MC-UVE-PLS), Equilibrium modulus (difference = 2) and same number of components in dynamic modulus (n =3). Hence, variable selection methods promote simpler models less prone to overfitting. Also MC-UVE-PLS models had decreased RMSEP (1% - 11%) compared to PLS models without variable selection, and was seen to produce consistently good results.

The results of the variable selection methods when benchmarked against the results of PLS and manual selection of wavelength conducted on same equine data conducted by Sarin et al. 2016, promotes the usage of variable selection methods for cartilage thickness and dynamic modulus property of the cartilage tissue. MC-UVE-PLS prediction models displayed about 7-8 % improvement in the R2 test set and showed 15% lower RMSEP in case of thickness measurement and dynamic modulus, respectively, compared to standard PLSR models. On the other hand, in cases of instantaneous and equilibrium moduli, the variable selection methods showed no improvement in R2 or RMSEP over the standard PLS models. This may be due to limited spectral range used in the study. However, it should be noted that the models were simpler in terms of PLS components than the standard PLS models, which reduces the possibility of overfitting.

The results of the study in comparison to original research indicate that manual variable selection of wavelengths does not always result in optimal prediction model, as it requires more understanding of the underlying measurement process and a priori knowledge of significance of spectral regions. In contrast, in case of variable selection methods, the models are more robust, and they do not require thorough understanding of the measurement procedure and constraints due to experimental setup. Furthermore, they seem to improve the model performance in terms of R2 and RMSEP values and/or reduce the required number of PLS components, which results in more stable regression models. MC-UVE-PLS gave consistently good results, and may be considered as the best variable selection method for this data set .

The GA-PLS in NIR applications has been studied in horticultural studies38, food engineering39 and fuel analytical8 studies as the optimal variable selection methods. However, in the current cartilage study, MC-UVE-PLS surpassed GA-PLS and VCPA, which is in contrast with the results of Yun et.al study with VCPA40. Limitations imposed on the wavelength bandwidth might have reduced the performance of the VCPA, which in theory is the better variable selection method. Likewise, the narrow wavelength bandwidth probably limits the performance of all other variable selection methods as there are less relevant variables to work with compared to the use of full NIR range. The study recommends the usage of PLS technique as the best regression tool in cartilage study and results can be further optimized by MC-UVE-PLS.
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