# Lab04: Artificial Neural Networks and Support Vector Machines

**Handed out:** Thursday, April 22, 2021

**Return date:** Thursday, May 6, 2021, ***by noon*** into the **Lab04Submit** link.

**Grades:** Lab04 counts 19 % towards your final grade.

**Objectives:** Explore properties of simple feed-forward neural networks and support vector machines.
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## Part 1: Support Vector Machines [15 points]

**Task 1:** You will answer an applied exercise in James et al., 2013. *An Introduction to Statistical Learning with Application in R*. Please follow the sequence of tasks/questions in the exercises*. Answer the questions (a) to (i) of exercise 5 on pages 369-370.* Show your code. [5 point]

**Task 2:**. For the following tasks continue working with the **credit.csv** data set to predict the default probabilities. Split the data into a stratified training data set with 70% of the observations and a test data set with the remaining 30% of the observations. *Use a radial kernel support vector classifier. Identify with cross-evaluation the “optimal” cost parameter. Evaluate your optimal model with the confusion matrix for the test dataset and the ROC curve including the AUC*. Show your code. [5 points]

**Task 3:** Read up on section 14.3.2 of Boehmke et al. and the support vector regression code in [Chapter 14: Support Vector Machines (koalaverse.github.io)](https://koalaverse.github.io/homlr/notebooks/14-svm.nb.html) underneath Figure 14.10. *Estimate a 20% test sample of the* ***Ames*** *dataset the predicted* ***Sale\_Price****. Scatterplot the observed and predicted sales price for the test sample against each other.* Show your code. [5 points]

## Part 2: Neural Networks [4 points]
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**Task 4:** Comparison of logistic regression with a one-layer one-neuron network. [2 points]

[a] *Why can logistic regression be used technically for a normalized dependent variable?*   
Notes: You can ignore the warning message here and that the specified model performs poorly.

[b] *Which options in the* ***neuralnet( )*** *function call makes the neural network comparable to the logistic regression model?*

[c] *Are the network weights comparable to the logistic regression coefficients?*

[d] *Why are the intercept and the bias coefficients allowed to differ?*

**Task 5:** Use of cross-validation to avoid model overfitting and identify the proper neural network specification for a small dataset. [2 points]  
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[a] *Describe how is the cross-validation algorithm implemented in the ![](data:image/png;base64,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) code.*

[a] *What is the maximal number of neurons before the model overfits the Boston median home value data.*