**{{{** 3.1 The Complete Method

The algorithm consists of three major components: tracking, depth map estimation and map optimization as visualized in Fig. 3:
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– The tracking component continuously tracks new camera images. That is, it estimates their rigid body pose ξ ∈ se(3) with respect to the current keyframe, using the pose of the previous frame as initialization. – The depth map estimation component uses tracked frames to either reﬁne or replace the current keyframe. Depth is reﬁned by ﬁltering over many per-pixel, small-baseline stereo comparisons coupled with interleaved spatial regularization as originally proposed in [9]. If the camera has moved too far, a new keyframe is initialized by projecting points from existing, close-by keyframes into it. – Once a keyframe is replaced as tracking reference – and hence its depth map will not be reﬁned further – it is incorporated into the global map by the map optimization component. To detect loop closures and scale-drift, a similarity transform ξ ∈ sim(3) to close-by existing keyframes (including its direct predecessor) is estimated using scale-aware, direct sim(3)-image alignment. **}}}**

“Empirical studies show that LSD-SLAM, which relies on depth ﬁlters, performs consistently more powerfully than ORB-SLAM” – Mobile SLAM

However, now there is an orb-slam2 – We should copy both methods in C++ to compare performance.

Inverse Depth Maps - The inverse depth parameterisation represents a landmark's distance, d, from the camera exactly as it says, as proportional to 1/d within the estimation algorithm. The rational behind the approach is that, filtering approaches such as the extended Kalman filter (EKF) make an assumption that the error associated with features is Gaussian.

In a visual odometry setting the depth of a landmark is estimated by tracking the associated features over some series of frames and then using the induced parallax. However for distant features (relative to the displacement of the camera) the resultant parallax will be small, and importantly the error distribution associated with the depth is highly peaked close to the minimum depth with a long tail (i.e. it is not well modelled via a Gaussian distribution). To see an example should refer to Fig. 7 in Civera et al.'s paper (mentioned by @freakpatrol), or Fig. 4 of [Fallon et al. ICRA 2012](http://homepages.inf.ed.ac.uk/mfallon2/publications/12_fallon_icra.pdf).

By representing the inverse depth (i.e. 1/d) this error becomes Gaussian. Furthermore it permits representing very distant points e.g. points at infinity.

The important aspect of the representation used is Civera's paper is explained in Section II B of his paper (see Equation (3)). Here, a landmark is represented relative to the pose (position and orientation) of the first camera from which it is seen. This pose is capture in the first five parameters of Eq (3), whereas the sixth parameter, *ρi*ρi , represents the inverse depth. Eq (4) provides an expression for recovering the world position of the point (i.e. this where the inverse depth gets converted to depth as 1/*ρi*1/ρi )