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## Introduction

A central question in the scientific study of XXXX is whether YYYY fosters ZZZZZ (De Coulanges 1903; Johnson 2005; Norenzayan *et al.* 2016; Schloss and Murray 2011; Sosis and Bressler 2003; Swanson 1967; Watts *et al.* 2015; Watts *et al.* 2016; Wheatley 1971; Whitehouse *et al.* 2023). However, quantifying causal effects for YYYY, and many other social behaviours presents significant challenges.

Investigators have limited scope to randomise YYYY on ZZZZZ. On the other hand, valid causal inferences from non-experimental or observational data must combine high-resolution repeated-measures time-series data with robust methods for causal inference. Few studies meet this standard…

An encouraging recent attempt to obtain valid causal inference is PPPP’s thoughtful investigation of the relationships between religious attendance, beliefs, and affiliation on blood donations among pregnant women and their partners who were residents of Bristol, United Kingdom, in the early 1990s and participated in the Avon Longitudinal Study of Parents and Children, mothers and partners (Major-Smith 2023). PPPP’s study begins with a careful overview of the threats to causal inference from confounding and selection bias….

Although we may sometimes use cross-sectional associations to obtain credible suggestions about causality, we cannot typically attach causal interpretations, at least not without strong assumptions about the relative order and timing of events (VanderWeele 2021). Indeed, below we report an analysis restricted to baseline New Zealand Attitudes and Values Study data that observes a 2.65 times overstatement for the effect of perfectionism on anxiety and a 2.43 times overstatement for perfectionism’s effect on depression…

Here, to obtain causal inferences from time-series data, we leverage comprehensive panel data from a **SYNTHETIC DATASET** for 19,997 participants in the New Zealand Attitudes and Values Study from 2018-2021 to quantify the effects of clearly defined interventions in religious attendance across the population of New Zealanders on two features of mental health: “Depression” and “Anxiety” These outcomes are called “counterfactual” or “potential” outcomes, terms we use interchangeably (Pearl 2009; Robins 1986; Rubin 2005; Splawa-Neyman *et al.* 1990; Van Der Laan and Rose 2018).[[1]](#footnote-20)

A fundamental challenge in observational studies is to ensure *balance* between the variables in interventions or “treatments” to be compared that might affect both treatment and the potential outcomes under treatment (Shiba and Kawahara 2021). We call the state of imbalance *confounding*, and the strategy for ensuring balance, *confounding control.* In this study, we express the interventions on religious service as “modified treatment policies” (Díaz *et al.* 2021, 2023; Haneuse and Rotnitzky 2013; Hoffman *et al.* 2023). We obtain causal inferences by contrasting inferred population averages under different modified treatment policies.

Our initial causal contrast investigates: “What would be the average difference across the New Zealand population if everyone were to become one unit greater on a 1-7 ordinal scale in Perfectionism versus the status quo” This contrast addresses the practically interesting question …

A second analysis investigates whether there are differences in the causal effects of perfectionism among those born in New Zealand and those born oveseas. A considerable body of acculturation research suggestions… yadda yadda

Note that our approach does not focus on testing specific hypotheses; instead, we aim to compute our pre-specified causal contrasts with high accuracy by combining appropriate time-series data and robust methods for causal inference (Hernán and Greenland 2024).

## Method

### Sample

Data were *SIMULATED* from responses to the New Zealand Attitudes and Values Study (NZAVS), an annual longitudinal national probability panel study of social attitudes, personality, ideology, and health outcomes in New Zealand. Chris G. Sibley started the New Zealand Attitudes and Values Study in 2009, which has grown to include a community of over fifty researchers. In this simulated dataset there were 20,000 New Zealand residents. The New Zealand Attitudes and Values Study operates independently of political or corporate funding and is based in a university setting. Data summaries for our study sample on all measures used in this study are found in **Appendices B-D**. For more details about the New Zealand Attitudes and Values Study see: [OSF.IO/75SNB](https://doi.org/10.17605/OSF.IO/75SNB).

### Treatment Indicator

Perfectionism was assessed using a three item “almost perfect scale”:

* *Yadda*
* *Yadda*
* *Dadda*

### Measures of Well-Being

Kessler-6. Yadda…

* Anxiety: *“Yadda*
* Depression: *Yadda*

**Subgroup Analysis**

We assessed group differences in these effects ….

We provide comprehensive details of all measures in **Appendix A**.

### Causal Interventions

We define three targeted causal contrasts (*causal estimands*) as interventions on prespecified modified treatment policies (refer to Haneuse and Rotnitzky (2013); Dı́az *et al.* (2021); Díaz *et al.* (2023)). Let denote the treatment – monthly frequency of religious service. There are three time points: , where denotes the baseline wave, , the treatment wave, and at the end of the study. denotes a modified treatment policy . When a treatment is fixed to a level defined by the modified treatment policy, perhaps contrary to a participant’s observed level of treatment, we use the lowercase symbol . Here, the functions defined by modified treatment policies are interventions that fix to .

1. **Regular Religious Service Treatment**: Administer treatment that leads to a +1 unit greater perfectionism to everyone in the adult population from 1-7 on the perfectionism scale. If an individual’s perfectionism is within one unit of the top of the range, adminster the maximum value at the range:
2. **Status Quo – No Treatment**: Apply no treatment. Each expected mean outcome is calculated using each individual’s natural (observed) value of religious service attendance.

### Causal Contrasts

From these policies, we compute the following causal contrasts.

**Target Contrast B: ‘Regular vs. Status Quo’**: What is the marginal effect of the treatment in New Zealand compared with its status quo?

This contrast reflects a policy-relevant hypothetical experiment examining the effect of shifting everyone’s perfectionism up by one point, allowing us to quantitatively assess how much a society in which everyone attends would differ from a society in its current state.

### Identification Assumptions

To consistently estimate a causal effect, investigators must satisfy three assumptions:

1. **Causal consistency:** potential outcomes must correspond with observed outcomes under the treatments in the data. Essentially, we assume potential outcomes do not depend on how the treatment was administered, conditional on measured covariates (VanderWeele 2009; VanderWeele and Hernan 2013).
2. **Exchangeability**: given observed covariates, we assume treatment assignment is independent of the potential outcomes to be contrasted. In other words, there is “no unmeasured confounding” (Chatton *et al.* 2020; Hernan and Robins 2024).
3. **Positivity:** every individual must have a non-zero chance of receiving the treatment, regardless of their covariate values Westreich and Cole (2010). We evaluate this assumption in each study by examining changes in religious service attendance from baseline (NZAVS time 10) to the treatment wave (NZAVS time 11). For further discussion of these assumptions in the context of NZAVS studies, see Bulbulia *et al.* (2023).

### Target Population

The target population for this study comprises New Zealand residents as represented in the baseline wave of the **SIMULATED** New Zealand Attitudes and Values Study (NZAVS) during the years 2018-2019, weighted by New Zealand Census weights for age, gender, and ethnicity (refer to Sibley (2021)). The NZAVS is a national probability study designed to reflect the broader New Zealand population accurately. Despite its comprehensive scope, the NZAVS does have some limitations in its demographic representation. Notably, it tends to slightly under-sample males and individuals of Asian descent while slightly over-sampling females and Māori (the indigenous peoples of New Zealand). To address these disparities and enhance the accuracy of our findings, we apply constructed survey weights to address the gender imbalance, which was presented largest of threat to external validity. These sample weights were integrated into statistical models using the weights option in lmtp (Williams and Díaz 2021), following protocols stated in Bulbulia (2024a).

### Eligibility Criteria

To be included in the analysis of this study, participants needed to meet the following eligibility criteria:

### Inclusion Criteria

* Enrolled in the **SIMULATED** 2018 wave of the New Zealand Attitudes and Values Study (NZAVS time 10).
* Missing covariate data at baseline was permitted, and the data was subjected to imputation methods to reduce bias. Only information obtained at baseline was used for such imputation (refer to Zhang *et al.* (2023)). Participants may have been lost to follow-up the end of study NZAVS time 11 or 12. We constructed inverse probability of censoring weights for missing responses at time 11. We adjusted for attrition and non-response at time 12 automatically by specifying a censoring indicator to lmtp when estimating outcomes as described below.

### Exclusion Criteria

* Missing data in the perfectionism scale at baseline, wave 10 of the **SIMULATED** New Zealand Attitudes and Values Study.

A total of 19,997 **SIMULATED** individuals met these criteria and were included in the study.

### Causal Identification

|  |
| --- |
| Table 1: This table presents a three-wave panel design as described in VanderWeele *et al.* (2020). By adjusting for a rich array of baseline covariates, includeing baseline treatment and baseline outcomes, we reduce the threats to confounding control in a three-wave panel design. Bulbulia (2024a). |

[Table 1](#tbl-02) presents three Causal Directed Acyclic Graph (DAG) that describe our confounding control (identification strategy). Our approach consistently applies the same identification strategy across all functions estimated in this study. Unlike standard causal diagrams, SWIGs allow us to *separately* read the factorisation of the conditional dependencies for the distribution of each set of counterfactual outcomes under each modified treatment policy (Richardson and Robins 2013). Note, that the natural value of the treatment is obtained both from its observed instances and from baseline historical data, including the baseline treatment. This method ensures that our analysis accurately captures the causal effects of flexible treatment regimes that rely on levels of religious service attendance at the treatment wave, while ensuring balance for each treatment function that we compare (Dı́az *et al.* 2021; Muñoz and Van Der Laan 2012; Young *et al.* 2014).

### Confounding Control

To manage confounding in our analysis, we implement VanderWeele (2019)’s *modified disjunctive cause criterion* by following these steps:

1. **Identified all common causes** of both the treatment and outcomes to ensure a comprehensive approach to confounding control.
2. **Excluded instrumental variables** that affect the exposure but not the outcome. Instrumental variables do not contribute to controlling confounding and can reduce the efficiency of the estimates.
3. **Included proxies for unmeasured confounders** affecting both exposure and outcome. According to the principles of d-separation, using proxies allows us to control for their associated unmeasured confounders indirectly.
4. **Controlled for baseline exposure** and **baseline outcome**. Both are used as proxies for unmeasured common causes, enhancing the robustness of our causal estimates.

[Appendix B](#appendix-demographics) details the covariates we included for confounding control. These methods adhere to the guidelines provided in (Bulbulia 2024a) and were pre-specified in our study protocol <https://osf.io/ce4t9/>.

### Missing Data

To mitigate bias from missing data, we implement the following strategies:

**Baseline missingness**: we employed the ppm algorithm from the mice package in R (Van Buuren 2018) to impute missing baseline data. This method allowed us to reconstruct incomplete datasets by estimating a plausible value for missing observation. Because we could only pass one data set to the lmtp, we employed single imputation. About 2% of covariate values were missing at baseline. Eligibility for the study required fully observed baseline treatment measures as well as treatment wave treatment measures. Again, we only used baseline data to impute baseline missingness (refer to Zhang *et al.* (2023)).

**treatment-wave missingness in time 11 (treatment wave)**: to adjust for censoring in the treatment wave, we estimated inverse probability of censoring weights by predicting loss-to follow up from all indicators, including the baseline values of the treatment and outcomes. We used same superlearners employed in the causal estimation models (ranger, xgboost, glmnet) and impliented 10-fold cross validation.

**Outcome missingness in time 12 (outcome wave)**: to address confounding and selection bias arising from missing responses and panel attrition, we applied censoring weights obtained using nonparametric machine learning ensembles afforded by the lmtp package (and its dependencies) in R (Williams and Díaz 2021).

### Statistical Estimator

We perform statistical estimation using semi-parametric Targeted Learning, specifically a Targeted Minimum Loss-based Estimation (TMLE) estimator. TMLE is a robust method that combines machine learning techniques with traditional statistical models to estimate causal effects while providing valid statistical uncertainty measures for these estimates (Laan and Gruber 2012; Van der Laan 2014).

TMLE operates through a two-step process that involves modelling both the outcome and treatment (exposure). Initially, TMLE employs machine learning algorithms to flexibly model the relationship between treatments, covariates, and outcomes. This flexibility allows TMLE to account for complex, high-dimensional covariate spaces *efficiently* without imposing restrictive model assumptions (Laan *et al.* 2014; Van Der Laan and Rose 2011, 2018). The outcome of this step is a set of initial estimates for these relationships.

The second step of TMLE involves “targeting” these initial estimates by incorporating information about the observed data distribution to improve the accuracy of the causal effect estimate. TMLE achieves this precision through an iterative updating process, which adjusts the initial estimates towards the true causal effect. This updating process is guided by the efficient influence function, ensuring that the final TMLE estimate is as close as possible, given the measures and data, to the targeted causal effect while still being robust to model-misspecification in either the outcome or the treatment model (Laan *et al.* 2014).

Again, a central feature of TMLE is its double-robustness property. If either the treatment model or the outcome model is correctly specified, the TMLE estimator will consistently estimate the causal effect. Additionally, we used cross-validation to avoid over-fitting, following the pre-stated protocols in Bulbulia (2024a). The integration of TMLE and machine learning technologies reduces the dependence on restrictive modelling assumptions and introduces an additional layer of robustness. For further details of the specific targeted learning strategy we favour, see (Díaz *et al.* 2021; Hoffman *et al.* 2022, 2023). We perform estimation using the lmtp package (Williams and Díaz 2021). We used the superlearner library for semi-parametric estimation with the predefined libraries SL.ranger, SL.glmnet, and SL.xgboost (Chen *et al.* 2023; Polley *et al.* 2023; Wright and Ziegler 2017). We created graphs, tables and output reports using the margot package (Bulbulia 2024b).

### Sensitivity Analysis Using the E-value

To assess the sensitivity of results to unmeasured confounding, we report VanderWeele and Ding’s “E-value” in all analyses (VanderWeele and Ding 2017). The E-value quantifies the minimum strength of association (on the risk ratio scale) that an unmeasured confounder would need to have with both the exposure and the outcome (after considering the measured covariates) to explain away the observed exposure-outcome association (Linden *et al.* 2020; VanderWeele *et al.* 2020). To evaluate the strength of evidence, we use the bound of the E-value 95% confidence interval closest to 1.

### Scope of Interventions

To illustrate the magnitude of the shift interventions we contrast, we provide histograms in [Figure 1](#fig-hist), that display the distribution of treatments during the treatment wave. [Figure 1](#fig-hist): The intervention less than one unit at the top of the range is presented in colour.

|  |
| --- |
| Figure 1: This figure shows a histogram of responses to religious service frequency in the baseline + 1 wave. Responses above eight were assigned to eight, and values were rounded to the nearest whole number. The red dashed line shows the population average. (A) Responses in the gold bars are shifted to four on the Regular Religious Service intervention. All those responses in grey (four and above) remain unchanged. (B) On the zero-intervention, responses in the blue bars denote those shifted under the zero-intervention treatment. |

### Evidence for Change in the Treatment Variable

[Table 2](#tbl-transition) clarifies the change in the treatment variable from the baseline wave to the baseline + 1 wave across the sample. Assessing change in a variable is essential for evaluating the positivity assumption and recovering evidence for the incident exposure effect of the treatment variable (Danaei *et al.* 2012; Hernan and Robins 2024; VanderWeele *et al.* 2020). We find that state 4 (weekly attendance) and state 0 present the highest overall. However, movement between these states reveals they are not deterministic. States 1, 2, 3, and 5 exhibit more frequent jumps in and out of these states, suggesting lower stability and/or measurement error.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 2: This transition matrix captures shifts in states across across the treatment intervals. Each cell in the matrix represents the count of individuals transitioning from one state to another. The rows correspond to the treatment at baseline (From), and the columns correspond to the state at the following wave (To). **Diagonal entries** (in **bold**) correspond to the number of individuals who remained in their initial state across both waves. **Off-diagonal entries** correspond to the transitions of individuals from their baseline state to a different state in the treatment wave. A higher number on the diagonal relative to the off-diagonal entries in the same row indicates greater stability in a state. Conversely, higher off-diagonal numbers suggest more frequent shifts from the baseline state to other states.   | From | State 1 | State 2 | State 3 | State 4 | State 5 | State 6 | State 7 | | --- | --- | --- | --- | --- | --- | --- | --- | | State 1 | **893** | 484 | 194 | 40 | 16 | 3 | 2 | | State 2 | 657 | **1737** | 904 | 283 | 78 | 9 | 1 | | State 3 | 237 | 1073 | **1368** | 768 | 245 | 40 | 5 | | State 4 | 66 | 335 | 803 | **1076** | 523 | 108 | 10 | | State 5 | 24 | 77 | 253 | 531 | **579** | 223 | 26 | | State 6 | 7 | 9 | 38 | 106 | 205 | **216** | 53 | | State 7 | 2 | 1 | 5 | 8 | 25 | 45 | **48** | |
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