Some Myths About Bias

A Queer Studies Reading of Bias Evaluation and Mitigation Techniques in NLP

This paper critically examines gender bias in large language models (LLMs) by integrating concepts from Queer Studies, particularly the theory of gender performativity and the critique of binary forms. It argues that many existing bias detection and mitigation techniques in Natural Language Processing (NLP), such as the Word Embedding Association Test (WEAT) and gender swapping methods, rely on outdated conceptualizations of gender, which take for granted the gender binary as a symmetrical and stable form. Drawing from Queer Studies, the paper highlights three "myths" about gender bias: that bias can be excised, that it is categorical, and that it can be leveled. Due to their operationalization of the gender binary, each of these myths effectively reduce and flatten bias into a measure that fails to represent real-world workings of semantics, discrimination, and prejudice. The paper concludes by suggesting that bias mitigation in NLP should focus on amplifying diverse gender expressions and incorporating non-binary perspectives, rather than attempting to neutralize or equalize them. By reworking the traditional understanding of binary forms, one may fashion more inclusive and intersectional approaches to mitigating bias in language systems.
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1. Introduction

This paper analyzes methods for evaluating and mitigating gender bias in Large Language Models by drawing from current conceptualizations of gender from the humanities. It argues that mitigating gender bias requires understanding gender as an identity and operation that has been vigorously theorized in fields that specialize in sex, gender, and sexuality, like Women's Studies, Queer Studies, and Trans Studies. It incorporates domain-specific knowledge from these fields to analyze how embedded assumptions about gender binaries drive current bias evaluation and mitigation methods.

The field of Queer Studies in particular has done much to enrich and complicate the understanding of gender: what it is, how it operates, according to what structures and imperatives. For example, the theory of gender performativity, which inaugurated the field in the early 1990s, influences the common perception today that gender is a socially constructed phenomenon, which is determined and made visible through social norms and behaviors, rather than the sexed body [Butler 1992]. Since then, the distinction between gender as a social operation and sex as a physical embodiment, and the subsequent dissolution of a binary model of gender difference, have been validated in biology, neuroscience, and psychology [Ainsworth 2015, Hyde et al. 2019, Joel 2020]. At the same time, Queer Studies has continued to debate and problematize the sex/gender division as well as the implications of having a politics based on gender identity [Sedgwick 1990, Edelman 2004, Love 2009]. In addition to those developments, theorizing around intersectionality, or the ways in which gender intersects with race, class, ability, sexuality, and other aspects of identity, has risen to prominence and is now accepted as a standard paradigm for critical analysis in the humanities [hooks 2000, Munoz 2009].

Despite calls for more interdisciplinary work in NLP research [Klein and D'Ignazio 2024, Birhane et al. 2022, Devinney et al. 2022], critical concepts from the Humanities generally do not influence new developments or research in NLP. This paper considers how one particular concept, the binary form, might influence the study of evaluation and mitigation techniques for gender bias. It reviews popular techniques, particularly those that deploy word vector-based metrics like WEAT (The Word Embedding Association Test) [Caliskan et al. 2017], and DeBias [Bolukbasi et al. 2016], as well as those that use gender swapping and Counterfactual Evaluation as an essential component of their operation [Zhao et al. 2018, Meade et al. 2022, Nemani et al. 2023]. It elaborates how many of these methods, which have and continue to significantly influence anti-bias development, perpetuate a conceptualization of gender that centers on a binary model that is self-limiting.

This work furthers an area of NLP research that is already robust with critiques of bias detection and mitigation techniques. While many studies have pointed out how such methods are ineffective or counterproductive [Gonen and Goldberg 2019; Blodgett et al. 2021], which others have attributed to a misunderstanding of how gender bias operates in language [Devinney et al. 2022, Hitti et al. 2019, Nemani et al. 2023, Meade et al. 2022, Caliskan et al. 2022], none have, to my knowledge, explored their ineffectiveness by critiquing the binary as a conceptual model. To fill that gap, this paper identifies three myths about gender bias that turn on a fundamental misunderstanding of how binaries are formulated and how they function: (1) that bias is excisable, (2) that it is categorical, and (3) that it can be leveled.

In what follows, I review current literature on gender bias in NLP, outlining different conceptualizations of how bias appears in language. Then, from Queer Studies, I review the critical analysis of binary models of organization, and how they necessitate certain exclusions that inevitably emerge to disrupt the apparent stability of the binary. Subsequently, in the main section of the paper, I apply this critique to a reading of bias evaluation and mitigation techniques that center on word vector technology and gender swapping strategies. Finally, I close by pointing to some promising work in current NLP that expands beyond the limitations of a binary model and operationalize that model in capacious and productive ways.

1. literature reviews
   1. Existing Schemas of Gender Bias in NLP

Existing research defines bias by how it is expressed in language and by its social effects. Hitti et al. [2019], who examine how bias expresses in language, divide bias into structural and contextual types. Structural bias concerns bias that results from grammatical structures, such as pronouns that assume a male antecedent ("A programmer must always carry his laptop with him"), while contextual bias concerns bias that results from social and behavioral stereotypes ("Senators need their wives to support them throughout their campaign") [Hitti et al. 2019]. By contrast, Nemani et al. [2023] classify bias by the particular kind of effect it has on social groups, organizing them into the categories: "Denigration," "Stereotyping," and "Under-representation." Denigration refers to the use of derogatory language such as slurs; stereotyping refers to prejudice about a particular social group; and under-representation refers to the relative dearth of information about a particular social group [Nemani et al. 2023]. Similarly, Barocas et. al [2017] divide bias into "allocative harms," where resources are withheld from certain groups, and "representational harms," where certain groups are under-represented or stereotyped.

* 1. Queer Studies on Binaries

While bias detection and mitigation methods in NLP aim for an elimination of bias, Queer Studies field has problematized the idea that inequality can be eliminated from social systems.[[1]](#footnote-1)

One central concern for Queer Studies is the problematization of the gender binary, and of binary structures generally, which can be traced to Judith Butler's theory of gender performativity, famously outlined in her first book, *Gender Trouble: Feminism and the Subversion of Identity* [1990], but more robustly theorized in her follow up work, *Bodies That Matter: On the Discursive Limits of Sex* [1993]. Butler's theory of gender performativity stipulates that gender is not, as widely assumed, an inner truth or biological reality. Rather, it is an ideological construction constituted by societal norms that manifests in behaviors. According to this theory, gender is created or made real through its expression.

Despite the popularity of Butler's theory, which some researchers in NLP have used to explain the constructed nature gender [Devinney et al. 2022], a crucial detail of her argument goes relatively unnoticed. This detail is that gender, for Butler, is not merely an effect of social conditioning. Rather, it is form of social regulation, a power structure that that effectively partitions social roles with the effect of "domesticat[ing]… difference" within a hierarchical social order [Butler 1993].

As many Queer Studies scholars point out, one way that social hierarchies are reinforced is through the imposition of categories such as binaries, for example, "male/female" and "heterosexual/homosexual." Binaries create an apparent stability through delineating two entities (such as “male” and “female”) into an ordered relation. The entities may not have a relationship from the outset: one term might signify more strongly or in a quite different context from the other, there may be clashing affective connotations between terms, or they may not be totally distinct from one another. Despite that, or because of it, one of the goals of the binary is to bring its terms into legibility through contrast and opposition. As Queer Studies scholar Eve Kosofsky Sedgwick [1990] explains, in the binary "heterosexual/homosexual", the term "heterosexual" is not simply symmetrical to "homosexual," but rather, depends "homosexual" for its meaning through "simultaneous subsumption and exclusion." In other words, one term achieves its definition by excluding and circumscribing the content of the other term. The apparent stability of the binary always masks an underlying imbalance.

It is not just the dynamics within the binary terms, but also the dynamics between what is represented and what is excluded that gives the binary meaning, Butler refers to this as the dynamic between the binary and its "necessary outside," an element that is excluded from the binary, whose exclusion enables the binary’s operation. For example, in the "heterosexual/homosexual," not only is "heterosexual" defined in contrast to homosexual, but "homosexual" itself is defined against a sexuality that is not representable from within that schema. In other words, the binary gains its definition precisely by what is excluded, what Butler describes as "a domain of unthinkable, abject, unlivable bodies" [1993], from that conceptual system.

In Queer Studies, then, binaries are theorized as constraining structures that circumscribe certain roles into legibility through the mechanism of exclusion. However, despite their constraining nature, binaries, in Sedgwick's words, remain "*peculiarly* densely charged with lasting potentials for powerful manipulation" – a topic I will return to in this paper's conclusion [1990].

1. Some myths about bias
   1. Myth 1: Bias is Excisable

One approach for bias mitigation aims to reduce bias from LLM training datasets. Due to the indiscriminate nature of large-scale data gathering methods like web crawling, data filtering is always necessary to some degree. However, when filtering for biased language, it is important to consider the ways that harms and denigration engage with issues of minority group representation. Not doing so runs the risk of "disproportionately remov[ing] text from and about minority individuals," as Dodge et al. [2021] point out.

Accounts of removing bias via filtering show that such strategies do not take context into account. For example, the "c4" dataset [AllenAI 2021], a collection of Common Crawl data dumps that are used to train transformer models like T5, the GPT family, and LaMDA [Thoppilan et al. 2022, Bender et al. 2021, Raffel et al. 2023], infamously uses the "List of Dirty, Naughty, Obscene or Otherwise Bad Words" to filter out discriminatory and sexualized content [LDNOOBW 2012]. The list, which is also available as a JavaScript software package called "naughty-words," focuses primarily on terms associated with online porn, like "bondage" and "camgirl," with others referring to sexual and racial identities, like "bulldyke" and "darkie," and those that describe body parts, like "butt."

While some terms, like "butt," are neutral descriptors that are not in themselves discriminatory or sexualized, many of these terms can carry highly offensive meanings depending on who speaks them, to whom, and for what purpose. To claim that a word is offensive in itself is to also claim that it fully signifies in itself, a claim that necessitates a reduction of the word's potential meaning to its most intelligible or apparent meaning. It effectively collapses the word’s meaning into a single possibility.

In reality, however, words signify through their traffic with other words. And some of this traffic may reclaim and reformulate what was initially derogatory. The term "bulldyke," for example, although a pejorative term for a masculine-presenting lesbian woman, has been reclaimed by some lesbians that identify with masculine gender expression.[[2]](#footnote-2) This reclamation marshals the term’s derogatory connotations, from what Butler calls a "domain of abjection," and brings it back in powerful defiance. Therefore, automating the removal of this content thus runs the risk of excluding terms that, as Bender et al. [2021] explain, "reclaim slurs and otherwise describes marginalized identities in a positive light."

* 1. Myth 2: Bias is Categorical

Beyond word filtering, attempts to handle bias have leveraged metrics based on word vectors, such as WEAT (The Word-Embedding Association Test, which has influenced subsequent vector-based methods like SEAT (Sentence-Embedding Association Test) and FISE (Flexible Intersectional Stereotype Extraction procedure) [Caliskan et al. 2017], May et. al 2019, Charlesworth et. al 2024]. However, as I demonstrate below, the development of the WEAT metric, and in particular the way it takes particular concepts across disciplines, collapses bias into a categorical phenomenon, thus limiting the kinds of results bias evaluation and mitigation techniques can achieve.

First, the concept of "bias" carries certain assumptions when it is translated from a machine learning context to study social phenomena. The WEAT authors explain that, "In AI and machine learning, bias refers generally to prior information, a necessary prerequisite for intelligent action. Yet bias can be problematic where such information is derived from aspects of human culture known to lead to harmful behavior" [Caliskan et al. 2017]. In machine learning, bias is a single measure that captures accuracy and the correctness of model output, and it is measured by subtracting the true value of an output from its expected value. In WEAT, this understanding of bias as "prior information" is summarily transferred into a social context, to a measure of that which can "lead to harmful behavior" [Caliskan et. al 2017]. The assumption here is that harm, or indications of harm, can be collapsed into a single score. Rather than a measurement of error, social bias ought to be represented a complex and relational phenomenon, which takes into account other variables like the positionality of speakers, context, tone, etc., in language.

Second, in another transaction between disciplines, WEAT takes this idea of social group evaluation from social psychology into to vector space, using co-sine similarity as a correlative to response time. In social psychology, the Implicit Association Test [Greenwald et al. 1998] measures the association that a test subject makes between a particular identity group and an evaluative term, like "good" or "bad." In the IAT, the subject will categorize photos of people with a certain label, such as "fat" or "thin," using their right or left hands which contain a response key [Greenwald et al. 2011]. In the next round of the test, they will be shown different words and categorize those words as "good" or "bad," again using the right or left hand to press a response key that indicates the category. Then, for the next two rounds of the test, the response key will switch from one hand to another, and subjects will again categorize words and photos. The test assumes that the response time for selecting a response key like "fat," correlates with the evaluative term, such as "good" or "bad," that had just corresponded to that response key in the previous round. The test developers conclude that, "one has an implicit preference for thin people relative to fat people if they are faster to categorize words when Thin People and Good share a response key and Fat People and Bad share a response key, relative to the reverse" [Greenwald et al. 2011].[[3]](#footnote-3)

In applying AIT to vector space, WEAT inherits the binary measurement from its progenitor, and with it, an association of bias as a categorical value, as an evaluative term that is either "good" or "bad." The use of evaluative labels such as "good" or "bad" to detect bias implies that bias can be detected to the extent that it is either helpful or harmful, obscuring the particular quality, source, or effect of that bias. Thus, the AIT's approach toward bias as something that can be represented as good or bad effectively imposes an evaluative measure on top of a detection one. This subtle imposition, as a result, perpetuates a framework for bias detection that fundamentally misses the ways that bias is conceptualized and operationalized in language.

Critiques of WEAT reveal downstream effects of this logic, and that unexpected associations emerge in the results. For example, in another study using word vectors to detect bias, a correlation arises between name frequency and positive or negative associations [Wolfe and Caliskan 2021]. Names that appear often in the training corpus exhibit a higher positivity score, while those that appear fewer times attain a negative score. The effect is to attach a negative association to relatively underrepresented names, such as those from minority groups, thus perpetuating their marginalization. To correct for this result, another study [van Loon et al. 2022] controls for the variable of term frequency. However, the authors of that study claim that this particular "unintuitive aspect of word embeddings…. indicates that if other biases we don’t know about are also introduced by the use of word embeddings, we might not be able to rely on standard sociodemographic controls to fully address them [van Loon et al. 2022].

* 1. Myth 3: Bias can be Leveled

A misconception deriving from this approach toward word vectors is that bias can be leveled, so that gendered terms operate "neutrally" or "equally" across contexts. Evaluation and mitigation techniques reveal this misconception most in the method of gender swapping, such as in Counterfactual Evaluation and Hard DeBias, among others [Nemani et al. 2023, Bolukbasi et al. 2016]. Counterfactual Evaluation methods measure gender bias by swapping gender terms (from "he" to "she", or "she" to "he", for example) in and assessing their effect on model performance. A related method, Winobias, uses Winograd-schema style template to evaluate a model's association of a particular pronoun with a stereotypical attribute [Zhao et al. 2018].

Because the results of Counterfactual Evaluation and Winobias tests reflect only a change in gender, it is reasonable to assume that they may be used to measure gender bias. However, these methods do not take into account how gendered terms carry connotations that do not make them equivalent or able to be substituted one for the other. For example, Devinney et al. [2022] explain that in the word pair "bachelor" and "spinster," the term "spinster is pejorative while bachelor is not," pointing out that "there is no such thing as a spinster’s degree." Many such terms carry with them historically biased associations of gender that are perpetuated into word vector space, so that any gender swapping techniques will implicitly carry these associations along with the change in gender.

The supposed equivalent quality of gendered terms is translated into manipulable semantic weight in "DeBias," a mitigation strategy that uses word embedding technology to deduct or neutralize bias from vector space. Developed by Bolukbasi et al. [2016], this strategy first constructs binaries, what are called "equality sets" of gendered terms, like "grandmother/grandfather," and "gal/guy." Then, it calculates a "gender subspace" or "gender direction" for these equality sets and for gender neutral terms, like "babysitter" and "programmer." Finally, terms which are gender neutral are "Neutralized" by ensuring their values are zero in the gender subspace, while terms in the equality set are "Equalized," or made equidistant from the gender neutral terms. For instance, the developers explain that, "if {grandmother, grandfather} and {guy, gal} were two equality sets, then after equalization babysit would be equidistant to grandmother and grandfather and also equidistant to gal and guy, but presumably closer to the grandparents and further from the gal and guy" [Bolukbasi et al. 2016].

However, this method has received some criticism for its ineffectiveness, because word meanings are complexly embedded in such a way that gender cannot be extracted like a single thread from a cloth. Gonen and Goldberg [2019] in particular claim that the results are "superficial," arguing that, "While the bias is indeed substantially reduced according to the provided bias definition, the actual effect is mostly hiding the bias, not removing it. The gender bias information is still reflected in the distances between 'gender-neutralized' words in the debiased embeddings, and can be recovered from them" [Gonen and Goldberg 2019]. They offer the example of seemingly gender neutral words like "math" or "delicate, " which "in practice have strong stereotypical gender associations, which reflect on, and are reflected by, neighbouring words" [Gonen and Goldberg 2019]. Additionally, words that carry a specific gender connotation, like "beard," can have unexpected associations even in vector space. While the term "beard," Devinney et al. [2022] explains, generally refers to men, it can also, and ironically, "specifically refer to a woman whom a gay man is dating to hide his sexuality – making it a feminine noun in these cases."

Despite these criticisms, the underlying strategy of using word embeddings continues to influence a distinct trajectory of development for measuring and mitigating bias. For example, both SEAT (The Sentence Embedding Association Test) [May et al. 2019] and SentenceDebias [Liang et al. 2020], expand the use of single-word vector representations to sentence-level representations. As such, they extend the assumption that biased language can be leveled or made equal among groups. By contrast, as I explain in the next and final section, debiasing may benefit from another approach.

1. Conclusion

The binary model in which gender is diametrically opposed implies that gender is distinct, symmetrical, and stable. It also implies a framework where "equal" is the same as "equitable," as if bias is a zero-sum phenomenon with the goal of attaining neutrality. However, a critical look at Queer Studies' theorization of the binary model reveals that what appears to be in opposition and stable is in fact slippery and skewed.

The assumptions holding up the apparent stability of the binary drive some of the strategies for detecting and mitigating bias—strategies that attempt excise it, approach it as categorical, or level it. But this work does not recommend that we leave the binary behind. There are other promising possibilities for conceptualizing and handling binaries, also theorized in Queer Studies. One way is to look for flexibility within the binary model which, according to Queer Studies theorist Jack Halberstam, enables quite a range of variation: "Gender's very flexibility and seeming fluidity is precisely what allows dimorphic gender to hold sway" [1998]. According to Halberstam, even seemingly nontraditional genders are "multiply relayed through a solidly binary system" [1998]. Another perspective, from Judith Butler, offers a method for reworking a binary's delimitations. Butler explains that the "unthinkable outside," which exists to define and circumscribe the binary, can be fashioned into a powerful resource. She gives the example of the term "queer," which previously was a term of denigration that has since been reclaimed, "resignifying the abjection of homosexuality into defiance and legitimacy" [Butler 1993].

There are methods in NLP that reformulate the traditional binary to mitigate gender bias. In "Fighting Bias with Bias," Reif and Schwartz [2023] demonstrate a promising approach: amplifying rather than reducing bias in a model's training dataset. They point out that bias reduction techniques are not very effective, that "filtering can obscure the true capabilities of models to overcome biases, which might never be removed in full from the dataset" [Reif and Schwartz 2023]. Instead of reducing, they follow the work of Stanovsky et al. [2019], who intensify bias by including phrases like "the pretty doctor" so that a model will interpret "doctor" to be female. Other approaches take what Devinney et al. [2022] call "trans-inclusive methodologies." For example, Hansson et al. [2021] incorporate a gender neutral pronoun "hen" in Swedish into their Wino-gender dataset. Additionally, Dinan et al. [2020] expand the classification of gender in their dataset to include "neutral" and "unknown." Crowd-sourced and participatory datasets also contribute to this effort, namely when they are done by participants of the community, like WinoQueer [Felkner et al. 2023]. Such work take exploratory and crucial steps on the path to gender equity in language systems.

As Abeba Birhane's work on "Encoded Values in Machine Learning" [2022] argues, neutrality can and does obscure harmful assumptions that work to "disproportionally benefit and empower the already powerful, while neglecting society’s least advantaged." Moving forward requires understanding that equity is not the same as equality, and that what pertains to one group is not equivalent to what pertains to the other. Under those conditions, eliminating bias may have less to do with reduction, and more, perhaps, to do with proliferation.
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