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요약

주식 투자와 자산 관리에서 포트폴리오 분배와 최적화는 위험을 관리하고 수익률을 극대화하기 위해 필수적인 부분으로 금융분야에서 해결해야 할 전통적인 문제였다. 한편 최근 딥러닝이 많은 연구가 이루어지고 큰 성과를 이루었고 그와 함께 강화학습 또한 큰 발전을 이루고 있다. 본 논문에서는

1.서론

강화 학습은 에이전트가 환경과 상호작용하며 시행 착오를 통해 최적의 의사결정을 학습하는 기계학습 알고리즘이다(Sutton & Barto, 2018). 강화학습은 지난 10년간 비디오 게임(Mnih et al., 2013; Mnih et al., 2015), 보드게임(Bard et al., 2020; Silver et al., 2016), 로봇 제어(Lillicrap et al., 2015) 등에서 큰 성과를 거두었고 이에 따라 현재 활발한 연구가 진행 중이다. 그러나 금융분야에서 강화학습은 큰 성과를 보여주지 못하고 있다(Yu, Lee, Kulyatin, Shi, & Dasgupta, 2019).

금융 분야에서 포트폴리오 최적화는 오랜 기간동안 해결하지 못한 주된 과제였다(Markowitz, 1959). 금융 투자에서 투자자산 분산을 통해 포트폴리오를 구성하고 비체계적 위험을 축소하면서 수익을 극대화할 수 있다. 지금까지 포트폴리오 이론들은 주로 계량경제학적인 방법으로 접근했고(Blume, 1970; Elton & Gruber, 1997) 이런 방법에는 투자 자산들의 기대수익률과 변동성, 투자 자산간의 상관계수 등의 추정치를 핵심적인 파라미터로 써야 하고 이런 추정치를 입력하는 것에 대한 문제점도 지적되어 왔다(Bawa, Brown, & Klein, 1979; Jobson & Korkie, 1981; Michaud, 1989).

그에 따라 금융 분야에 강화 학습을 적용시키기 위한 연구가 이루어졌으며(Cumming, Alrajeh, & Dickens, 2015; Dempster & Leemans, 2006; Deng, Bao, Kong, Ren, & Dai, 2016), 강화학습을 이용해 포트폴리오를 관리하기 위한 연구 또한 이루어졌다(Guo, Fu, Shi, & Liu, 2018; Jiang, Xu, & Liang, 2017; Kim, Heo, Lim, Kwon, & Han, 2019; Yu et al., 2019). 이런 연구들에서 이루어진 방법들은 주로 총 수익률에 따라 강화학습을 수행하는 에이전트에 보상을 줌으로써 피드백이 이루어지는 것이다. 하지만 이 연구들은 주로 암호화폐, 외환, 파생상품 등을 거래함으로써 소수점거래의 제한을 받지 않았다(Dempster & Leemans, 2006; Deng et al., 2016; Jiang et al., 2017; Kim et al., 2019). 하지만 한국 주식시장에서는 소수점거래가 제한적이며 이에 따라 새로운 강화학습 방법을 적용할 필요가 있다.

Deep Q-learning(Mnih et al., 2013; Mnih et al., 2015), Double Deep Q-learning(Van Hasselt, Guez, & Silver, 2015), Dueling Deep Q-leaning(Wang et al., 2016)과 같은 가치 기반 방법들은 가중치와 같은 연속형 행동을 취할 수 없고

2.관련 연구

포트폴리오 최적화를 위해 강화학습을 이용한 연구로 Jiang et al에서는 컨볼루션 신경망과 순환신경망을 이용해 3차원 가격 데이터를 이용하는 EIIE와 이전 가중치에 대한 메모리를 저장하여 가중치를 구할 때 이용하는 PVM 그리고 시계열 자료에 적절한 배치 학습을 적용하기 위한 OSBL을 제안하였다. 또한 여기에서 xx, xx, xx를 도입해 모델 기반 강화학습을 구현한 연구가 있었다.(Yu et al., 2019)  
암호화폐의 포트폴리오 구성에서 a3c를 이용해 에이전트의 강화 학습을 멀티쓰레드로 구성해 학습속도를 향상 시킬 수 있다는 것이 확인 되었다(Kim et al., 2019).

RRL을 이용함으로써 동적 포트폴리오 구성으로 기대 MDD값을 최소화시켜 위험을 관리해 헤지펀드의 벤치마크를 상회할 수 있다는 것이 확인되었다(Almahdi & Yang, 2017).

3.환경 설정

에이전트의 학습이 이루어지기 위한 강화학습 환경을 주가 데이터를 통해 구성하였다. 에이전트는 해당 환경에서 상태로써 주식 가격데이터를 받고 행동으로 가중치를 실행하면 다음 시점의 주식 데이터를 상태로, 수익을 보상으로써 받는다.

3.1 주가 데이터

본 연구에서 주가의 데이터는 코스피200 종목 중 거래일이 1000일이 넘는 종목에서 시가총액 상위 10개의 종목을 선택하였다.

3.2 수익과 보상함수

강화학습의 에이전트는 시행 결과로부터 정책을 최적화시키며 이 과정에는 보상이 필요하다.

포트폴리오를 구성하는 종목 수가 N 일 때, 에이전트의 행동은 시점 t에서 각 종목에 대한 가중치 로써 이뤄진다. 일 때, 에이전트는 초기 자산 가치 를 부여받으며 에이전트는 이 초기 자산을 가중치 와 주식 가격에 따라 분배해서 를 얻는다.

여기에서 는 Hadamard product이며 는 의 Hadamard inverse이다. 따라서 는 정수 값을 가진 벡터이며 각 종목의 보유 주식 수를 나타낸다.

에이전트가 t시점에서 전체 포트폴리오의 가치에서 각 자산에 대해 적용시킬 비율 w를 구하면 종목별로 P\_n의 가격에 할당된 자산 내에서 살 수 있는 주식의 개수를 구한다. 각 종목에 할당된 금액에서 살 수 있는 주식을 뺀 금액이 잔여 가치이다. 그리고 t+1시점에 포트폴리오의 가치는 각 종목의 t+1시점의 가격과 잔여 가치의 합이다.

3.3 할인계수

강화학습에서 할인계수 는 불필요한 행동으로 보상이 지연되기보다 최대한 빠른 시간 내에 보상을 얻기 위해 적용된다. 이 할인계수는 환경과 목적에 맞게 하이퍼파라미터로 설정해야 하지만 금융 문제에서는 객관적이고 신뢰성 있는 할인계수로써 금리 을 사용할 수 있다. 이 금리 은 해당 기간 동안에 적용되는 기준금리를 사용하였으며 연속복리로 결정된다. 본 연구에서는 시간 단위 를 1영업일로 하였고 1년을 250영업일로 하였다.

3.4 가정

본 연구에서 학습된 에이전트의 백테스트가 실행된 환경은 아래의 세가지 가정이 충족된다고 가정한다.

1. 거래비용 없음: 시장에는 유동성이 충분하여 종가에 거래할 수 있고 거래세와 거래수수료는 없다고 가정한다. 이 가정은 매매 빈도가 낮고 법인세법의 적용을 받는 법인 거래라면 정당화된다.
2. 시장 충격 없음:

구성

Jiang et al에서는 정해진 날짜와 포트폴리오 구성 자산 수를 높이와 너비로 하고 특징을 깊이로 갖는 3차원 텐서를 인풋으로 컨볼루션 신경망을 구성할 것을 제안하였다.
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