
US 20150016804A1 

(12) Patent Application Publication (10) Pub. No.: US 2015/0016804 A1 
(19) United States 

Biderman et al. (43) Pub. Date: Jan. 15, 2015 

(54) TRICK PLAY IN DIGITAL VIDEO 
STREAMING 

(71) 

(72) 

Applicant: Apple Inc., Cupertino, CA (US) 

Inventors: David L. Biderman, San Jose, CA (US); 
Xiaosong Zhou, Campbell, CA (US); 
Douglas Scott Price, San Jose, CA (US); 
Yeping Su, Sunnyvale, CA (US); Chris 
Y. Chung, Sunnyvale, CA (US); 
Hsi-Jung Wu, San Jose, CA (US); 
Zhenheng Li, San Jose, CA (US); John 
Su, Sunnyvale, CA (US); James D. 
Batson, Saratoga, CA (US) 

(21) Appl.No.: 13/941,174 

(22) Filed: Jul. 12, 2013 

Publication Classi?cation 

(51) Int. Cl. 
G111; 27/30 (2006.01) 
G111; 27/00 (2006.01) 

(52) vs. C]. 
CPC ........ .. G111; 27/3081 (2013.01); G111; 27/005 

(2013.01) 
USPC ........................................................ .. 386/343 

(57) ABSTRACT 
System and methods for improved playback of a video stream 
are presented. Video snippets are identi?ed that include a 
number of consecutive frames for playback. Snippets may be 
evenly temporally spaced in the video stream or may be 
content adaptive. Then the ?rst frame of a snippet may be 
selected as the ?rst frame of a scene or other appropriate 

stopping point. Scene detection, object detection, motion 
detection, video metadata, or other information generated 
during encoding or decoding of the video stream may aid in 
appropriate snippet selection. 
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TRICK PLAY IN DIGITAL VIDEO 
STREAMING 

BACKGROUND 

[0001] Aspects of the present invention relate generally to 
the ?eld of video display, and more speci?cally to optimizing 
playback of video content displayed on an end user device. 
[0002] When navigating audio and video content on a dis 
play device, certain playback modes allow the user to fast 
forward or rewind the video content at predetermined speeds. 
One of the problems with navigating through video content is 
that it can be dif?cult to press play at precisely the moment 
intended, such that playback will resume at the desired loca 
tion in the video stream. Additionally, conventional playback 
modes will often display frames at the same frame rate as the 
normal playback, during which the fast forward playback 
mode may result in a video sequence that has ?ickering and 
that is di?icult to see or understand. Alternatively, conven 
tional playback modes will often display fewer frames at a 
slower frame rate to avoid ?icker. However, the larger jumps 
between frames may jump the frames that contain the desired 
stopping point. 
[0003] Accordingly, there is a need in the art for systems 
and methods to display video data in a more user-friendly 
manner during fast forward and rewind playback modes. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0004] The foregoing and other aspects of various embodi 
ments of the present invention will be apparent through 
examination of the following detailed description thereof, in 
conjunction with the accompanying drawing ?gures in which 
similar reference numbers are used to indicate functionally 
similar elements. 
[0005] FIG. 1 is a simpli?ed block diagram illustrating 
components of an exemplary video display device according 
to an embodiment of the present invention. 
[0006] FIG. 2 is a simpli?ed block diagram illustrating 
components of an exemplary video communication system 
according to an embodiment of the present invention. 
[0007] FIG. 3 is a simpli?ed block diagram illustrating 
components of an exemplary encoder according to an 
embodiment of the present invention. 
[0008] FIGS. 4(A)-(C) illustrate conventional playback 
modes for a subset of frames of video data. 
[0009] FIGS. 5(A)-(D) illustrate exemplary playback 
modes having ?xed intervals for playback according to 
embodiments of the present invention. 
[0010] FIGS. 6(A)-(C) illustrate exemplary playback 
modes according to embodiments of the present invention. 
[0011] FIGS. 7(A)-(B) illustrate exemplary rewind play 
back modes according to embodiments of the present inven 
tion. 
[0012] FIG. 8 illustrates an exemplary method for selecting 
frames for playback according to an embodiment of the 
present invention. 

DETAILED DESCRIPTION 

[0013] In the disclosed embodiments, video frames are 
sub-sampled for improved playback. 
[0014] Instead of playing back one isolated frame at a time, 
a number of consecutive or closely spaced frames are played 
back. Then playback can be at a higher frame rate without 
causing ?ickering. In this way, a viewer will see consecutive 
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motion, which is a more pleasant experience and makes it 
easier for the viewer to recognize the content. 

[0015] The playback of a video sequence may be deter 
mined by ?rst identifying snippets for display. A snippet 
begins with a ?rst frame selected for display followed by 
several frames selected from the video stream following the 
?rst selected frame in playback order. The snippets may be 
evenly spaced in the video stream. 
[0016] The snippet selection may also be content adaptive. 
Then the ?rst frame of a snippet may be selected as the ?rst 
frame of a scene. Scene detection, object detection, and/or 
motion detection may aid in appropriate snippet selection. 
For example, given metadata about the boundaries between 
programs, combined with markers in the digital media that 
can be mapped to that metadata to select appropriate snippets, 
the playback experience may be optimized to display the 
content of the video data in a manner that allows the viewer to 
select a proper stopping point. 
[0017] Scenes or video sequences may be skipped during 
playback if the content is of poor quality, if the number of 
frames in the scene is below a predetermined threshold, if the 
motion detected in the sequence is too high to form a mean 
ingful snippet, etc. 
[0018] According to an embodiment, the ?rst frame of a 
video snippet or the last frame of a video snippet may be 
displayed for a slightly longer amount of time. This offers the 
user a wider range of time for them to hit play and land on the 
exact spot they intend. 

[0019] FIG. 1 is a simpli?ed block diagram illustrating 
components of an exemplary video display device 100 
according to an embodiment of the present invention. As 
shown in FIG. 1, the display device 100 may receive video 
data from a channel, from local storage 110, as source video 
captured by a camera 115, or from another video communi 
cation method, for example, via a satellite connection or 
television cable provider (not shown). Coded video data may 
be coded according to a predictive coding technique or other 
known coding methods. For video data received from a chan 
nel, the display device 100 includes a buffer 105 to receive 
and store the channel data. 

[0020] As shown in FIG. 1, to process video data, the dis 
play device 100 further includes a decoding engine 125 to 
receive coded video data and to decode the coded video data 
by inverting the coding processes performed during encoding 
of the video data, a controller 130 to identify the characteris 
tics of the coded video data, to select a decoding mode for the 
coded video data, and to manage display of the video, and a 
post-processor 135 that further processes the video to prepare 
it for display. Post-processing operations may include ?lter 
ing, de-interlacing, scaling or performing other processing 
operations on the video data that may improve the quality of 
the video displayed. The video data is then displayed on a 
screen or other display. 

[0021] Additionally, the controller 130 and/or post proces 
sor 135 may prepare and manage the playback of the video 
data during fast-forward, rewind, or other trick playback 
modes. Such preparation may include creation of an alternate 
stream having selected or altered frames that will be dis 
played during an alternate playback mode. The display device 
100 may contain a buffer 140 for storing sequences of altered 
video data to display the video according to the playback 
modes described herein. Additionally, an alternate as 
described herein that was previously created may be stored 
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with the video data in local storage 110 or received with the 
video data over the channel or other communication streams. 

[0022] FIG. 2 is a simpli?ed block diagram illustrating 
components of an exemplary video communication system 
200 according to an embodiment of the present invention. As 
shown in FIG. 2, an exemplary video coding system may 
include an encoder system 210 and a decoder system 220 
provided in communication via a channel 230. The encoder 
system 210 may accept source video 201 and may code the 
source video 201 as coded video. The encoder system 210 
may output the coded video data to the channel 230, which 
may be a storage device, such as an optical, magnetic or 
electrical storage device, or a communication channel formed 
by a computer network or a communication network. 

[0023] The decoder system 220 may retrieve the coded 
video data from the channel 230, invert the coding operations 
performed by the encoder system 210 and output decoded 
video data to an associated display device. Video display 
devices may include televisions, personal computers (both 
desktop and laptop computers), tablet computers, handheld 
computing devices, media players, dedicated video confer 
encing equipment, etc. As shown, the system 200 supports 
video coding and decoding in one direction only. However, 
according to an embodiment, video may be captured at each 
terminal and bidirectional communication may be achieved 
with an encoder and a decoder implemented at each terminal. 

[0024] FIG. 3 is a simpli?ed block diagram illustrating 
components of an exemplary encoder 300 according to an 
embodiment of the present invention. As shown in FIG. 3, the 
encoder 300 may include a pre-processor 305, a coding 
engine 310, a decoding engine 315, a multiplexer 320, and a 
controller 325. The encoder 300 may receive an input source 
video sequence 301 from a video source such as a camera or 

video storage. The pre-processor 305 may process the input 
source video sequence 301 as a series of frames and condition 
the source video for more ef?cient compression. For 
example, the image content of an input source video sequence 
may be evaluated to determine an appropriate coding mode 
for each frame. The pre-processor 305 may additionally per 
form video processing operations on the frames including 
?ltering operations such as de-noising ?ltering, bilateral ?l 
tering or other kinds of processing operations that improve 
ef?ciency of coding operations performed by the encoder 
300. 

[0025] A conventional encoder may code a source video 
sequence 301 into a coded representation that has a smallerbit 
rate than does the source video and, thereby achieve data 
compression. The coding engine 310 may receive the pro 
cessed video data from the pre-processor 305 and generate 
compressed video. One common technique for data compres 
sionuses predictive coding techniques (e.g., temporal/motion 
predictive encoding). For example, some frames in a video 
stream may be coded independently (I-frames) and some 
other frames (e. g., P-frames or B-frames) may be coded using 
other frames as reference frames. P-frames may be coded 
with reference to a single previously-coded frame (P-frame) 
and B-frames may be coded with reference to a pair of pre 
viously-coded frames, typically a frame that occurs prior to 
the B-frame in display order and another frame that occurs 
subsequently to the B-frame in display order. 
[0026] The coding engine 310 may operate according to a 
predetermined multi-stage protocol, such as H.263, H.264, or 
MPEG-2. The coded video data, therefore, may conform to a 
syntax speci?ed by the protocol being used. The coding 
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engine may additionally select from or be assigned one of a 
variety of coding modes to code the video data, where each 
different coding mode yields a different level of compression, 
depending upon the content of the source video. For example, 
the coding engine 310 may parse source video frames accord 
ing to regular arrays of pixel data (e. g., 8x8 or 16x1 6 blocks), 
called “pixel blocks” herein, and may code the pixel blocks 
according to block prediction and calculation of prediction 
residuals, quantization and entropy coding. 
[0027] The encoder 300 may further include a decode 
engine 315 that decodes the coded pixel blocks output from 
the coding engine 310 by reversing the coding operations 
performed therein. The decoding engine 315 may generate 
the same decoded replica of the source video data that a 
decoder system will generate, which can be used as a basis for 
predictive coding techniques performed by the coding engine 
310. The decoding engine 315 may access a reference frame 
cache to retrieve reference data for decoding and to store 
decoded frame data that may represent sources of prediction 
for later-received frames input to the video coding system. 
[0028] The coded frames or pixel blocks may then be out 
put from the coding engine 310 and stored by the MUX 320 
where they may be combined into a common bit stream to be 
delivered by the transmission channel to a decoder, terminal, 
or data storage. To recover the video data, the bitstream may 
be decompressed at the decoder, by inverting the coding 
processes performed by the encoder, yielding a received 
decoded video sequence. 

[0029] According to an aspect of an embodiment, during 
the encoding process, an encoder 300 may identify scene 
changes or other information relevant to adjusting the play 
back of the video data as described herein. For example, the 
pre-processor 305 or controller 325 may capture this infor 
mation during the encoding process described above. Such 
information captured or created by the encoder may then be 
stored with the encoded video and/or transferred to a decoder 
for decoding and processing. In an embodiment, the encoder 
300 may transmit playback information with the coded 
frames for a sequence of video data in logical channels estab 
lished by the governing protocol for out-of-band data. As one 
example, used by the H.264 protocol, the encoder 300 may 
transmit playback information in a supplemental enhance 
ment information (SEI) channel speci?ed by H.264. In such 
an embodiment, the MUX 320 represents processes to intro 
duce the playback information in a logical channel corre 
sponding to the SEI channel. When the present invention is to 
be used with protocols that do not specify such out-of-band 
channels, the MUX 320 may establish a separate logical 
channel for the playback information within the output chan 
nel. 

[0030] According to an aspect of the embodiment, the 
encoder 300 may additionally create an alternate stream con 
taining snippets of video data that will be displayed during 
various playback modes. This alternate stream may be sepa 
rately encoded and transmitted with or stored with the 
encoded stream of source video data and accessed during 
trick play. 
[0031] FIGS. 4(A)-(C) illustrate conventional playback 
modes for a subset of frames of video data. In FIG. 4(A), the 
sequence of frames 400 including frames 1-30 may represent 
a scene, a sequence of frames, a group of pictures, or other 
subset of a stream of video data. Then as shown in FIG. 4(A), 
during normal playback, frames 1-30 may be played in order 
at a playback rate, for example, 30 frames per second (fps). 
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[0032] Conventionally, various fast forward or rewind 
playback rates will sample the frames of the video data at the 
same playback rate (FIG. 4(B)) or at a different playback rate, 
e.g., 10 fps (FIG. 4(C)). As shown in FIG. 4(B), a 4x fast 
forward playback mode at 30 fps may result in a video 
sequence 410 that has ?ickering and that is dif?cult to see or 
understand. As shown in FIG. 4(C), a conventional 4>< fast 
forward playback mode may reduce the frame rate to 10 fps 
resulting in a video sequence 420 with improved visibility for 
the frames that are displayed but displaying fewer frames and 
thereby potentially jumping appropriate stopping points. 
[0033] According to an embodiment, a fast forward play 
back mode will display multiple sequential frames before 
jumping forward to another frame. FIGS. 5(A)-(B) illustrate 
exemplary playback modes according to an embodiment of 
the present invention. As shown in FIG. 5(A), a video 
sequence 500 displayed with a 4x playback speed will display 
a predetermined number of sequential frames in playback 
order at each jump. For example, as shown in FIG. 5(A), the 
snippet containing frames 0-2 is initially displayed, then a 
snippet containing frames 12-14, then frames 24-26, etc. In 
this manner, the playback mode will maintain a 4x playback 
speed with 30 fps displayed. Displaying consecutive motion 
at each jump allows the viewer to acquire an understanding of 
the content while avoiding the ?ickering that is problematic in 
conventional playback at higher playback rates. 
[0034] According to an aspect of an embodiment, the initial 
frame of the snippet may be displayed for a longer period of 
time, thereby ensuring the viewer has time to see that a new 
snippet is being displayed and to identify the content of the 
snippet. 
[0035] When a user indicates that the fast forward playback 
should stop, for example, with a remote or other input device, 
the display device may display a predetermined number of 
frames prior to the indicated stop point, frames representing a 
predetermined amount of time of the video sequence prior to 
the indicated stop point, from the beginning of the scene the 
user stopped at, or from the point at which the user indicated 
the fast forward playback should stop. 
[0036] will be understood that the predetermined number 
of frames may be altered, for example to display 5 or 6 
sequential frames in each snippet or the ?xed spacing 
between each jump may be altered. Then to maintain the 
speed of playback (e.g. 4x), the distance between frames or 
snippets, or the number of frames in a snippet may be altered 
as necessary. 

[0037] Similarly, the playback frame rate of video snippets 
may be altered, for example, the playback frame rate may be 
adaptively altered based on the content of the video data. As 
shown in FIG. 5(B), a video sequence 510 is displayed with a 
4x playback speed at a 20 FPS rate. Alternatively, the sequen 
tial frames may be displayed at the standard playback rate (i.e. 
30 fps) with a longer transition to the next group of frames to 
be displayed. This alternate playback mode is illustrated in 
video sequence 520 as shown in FIG. 5(C). 
[0038] According to an aspect of an embodiment, the tem 
poral spacing of the previously identi?ed frames may be 
content adaptive. FIG. 5(D) illustrates a video sequence 530 
that will be displayed with content adaptive frame timing. In 
FIG. 5(D), for a sequence of frames exhibiting low motion, 
the sub-sampled sequence will include closely spaced but not 
consecutive frames for display. An exemplary sequence is 
shown in FIG. 5(D). Low motion sequences may be detected 
by any conventional method of motion analysis, for example, 
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with reference to local and/or global motion cues. For 
example, frames that have the best prediction based on the 
stored reference frames may have little motion, high motion 
frames may have little correlation with stored reference 
frames. 
[0039] According to an aspect of an embodiment, jumps 
between snippets during playback may not occur at ?xed 
intervals. For example, the frames displayed during playback 
may be chosen based on their content. As shown in FIG. 6(A), 
during playback of a video sequence 600, each snippet begins 
at the start of a scene. In sequence 600, a scene begins at each 
of the shaded frames (i.e. at frames 0 and 84). Then consecu 
tive motion may be displayed at the start of each scene before 
jumping to the next scene. 

[0040] Scene changes may be detected by any conventional 
method of scene detection. For example, during encoding, the 
encoder may enter a ?ag or other indicator of a detected scene. 
Alternatively, a scene change may be detected at a decoder 
when an intra-coded (I-Frame) is detected or another known 
detection method. 
[0041] Detected scenes and other snippet starting frames 
may be identi?ed and organized into a hierarchy to aid in the 
creation of a playback stream at various speeds. For example, 
major scenes changes may be identi?ed. Maj or scene changes 
may include transitions between a commercial program and a 
primary program, or other identi?able changes in the video 
content. Then less signi?cant or minor scene changes may be 
identi?ed. For example, changes between speakers or loca 
tions in video content. Once a hierarchy of scenes is identi 
?ed, such a hierarchy may be stored with the video data and 
accessed when a display device is required to display video 
content in an alternate playback mode. Then for lower speed 
playback, both the major and minor scene changes may be 
identi?ed as snippet starting points. However, in high speed 
playback, only the snippets corresponding to major scenes 
may be displayed. 
[0042] Other methods of snippet selection may be consid 
ered based on the content type of the video. For example, for 
movies or television shows, frame interval selection may be 
based on conventional scene detection as described above. 

However, for sports programs, intervals may be selected 
based on possession changes, score changes, each play, etc. 
Such content may be detected with an analysis of the video 
image content. As an example, a score change may be 
detected by identifying changes in the portions of a frame that 
represent a scoreboard or by detecting a change in the direc 
tion of motion which may represent a change in possession. 
Similarly for news programs, snippets may be set to start at 
the transitions between each news segment. 
[0043] Audio clues may additionally aid in identifying 
snippet starting points. For example, an increase in sound 
representing an audience cheering may indicate a score 
change. 
[0044] Other information conventionally available with 
video data prepared for display, or created during encoding or 
decoding, may be used for snippet identi?cation. For 
example, closed caption information may indicate when a 
conversation begins or ends, when a new character is speak 
ing, etc. Additionally, object detection and related informa 
tion may provide clues as to the contents of and/or changes in 
a scene. Snippets also may be preferred if they are whole with 
respect to video or audio content and selected accordingly. 
Other metadata associated with the video data may also pro 
vide information relevant for identifying where a snippet 
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should begin. For example, the creation time or other time 
stamp information for the video may indicate that a sequence 
of video data was created separately from a neighboring 
sequence. Such a feature may be particularly useful for iden 
tifying commercials within a movie or television program 
video stream. 

[0045] According to an aspect of an embodiment, video 
received at the display device may include a playlist or mani 
fest that represents a timeline for the video stream. For 
example, a manifest may identify complete segments of video 
data. The provider of the video stream may have authored the 
manifest to identify segments. Such a manifest is common 
with cable television and may allow for ef?cient alterations of 
the video stream without compromising the main content. For 
example, the manifest allows local stations to insert local 
commercials into the video stream. Snippets may then be 
selected to coincide with the segments identi?ed in the mani 
fest. 

[0046] Snippets may alternatively be set to skip over less 
signi?cant sequences of video. For example, a sequence of 
video that is poorly shot, was captured with poor lighting, or 
otherwise has limited signi?cant content, may be skipped 
during fast forward playback without displaying any frames 
from the sequence. Such a feature may be particularly useful 
for user created mobile video or other user captured images. 
Alternatively, a less signi?cant sequence may be identi?ed by 
the size of the sequence. For example, if a scene is detected 
that has a limited number of frames, below a predetermined 
threshold for example, then that sequence may be skipped 
during playback. 
[0047] According to an aspect of an embodiment, video 
data captured by a user may include preset snippets. During 
the video creation or editing, the user may mark frames as 
snippet starting points. Then during fast forward playback, 
the snippets may start at each marked frame. 

[0048] According to an aspect of an embodiment, frames at 
a snippet transition may be blended to create a fade effect. As 
shown in FIG. 6(B), during playback of a video sequence 610, 
multiple frames preceding and following the snippet start 
may be combined to create a fade effect. Other effects may 
similarly be implemented between snippets. For example, 
using image-processing, the transitions between snippets or 
detected scenes may be smoothed such that the transition is 
clearer. Additionally, page turn or other visual effects may be 
implemented at the transition between snippets to make the 
transition more visible to the viewer. Such effects will make it 
clear to the user that they are in a fast forward mode and will 
make the scene transitions more apparent. 

[0049] According to an aspect of an embodiment, frames at 
a snippet transition may be displayed for an extended period 
of time. As shown in FIG. 6(C), during playback of a video 
sequence 620, the display will pause on the last frame of the 
displayed sequence for a predetermined period of time. To 
achieve this effect, as shown in FIG. 6(C), the last frame of the 
interval (i.e. frame 10) may be displayed for an extended 
period of time. Alternatively, the last frame may be displayed 
repeatedly until the scene at the next snippet is displayed. 

[0050] According to an aspect of an embodiment, an option 
for fast forward playback may including jumping directly to 
a last item or last snippet in the video stream. The last item 
may be content adaptive such that the last item may be the last 
scene change in a movie, the last possession in a ball game, 
the last joke in a comedy show, etc. 
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[0051] According to an aspect of an embodiment, a stream 
of video data having an altered sequence of frames represent 
ing a fast forward playback stream as described herein may be 
created during encoding and transmitted and/or stored with 
the video data at a video display device. Then the display 
device could access only those playback streams needed to 
display the appropriate snippets as described herein for the 
selected playback mode rather than the entire video stream. 
Alternatively, the altered sequence may be created at the 
display device, during decoding, post-processing, or during 
playback. 
[0052] Although primarily described with reference to a 
fast forward functionality, the playback modes described 
herein may also be applicable during rewind. During rewind, 
the frames of a snippet displayed during playback may be 
displayed in a forward playback order as shown in sequence 
700 of FIG. 7(A) or in a reverse playback order as shown in 
sequence 710 of FIG. 7(B). 
[0053] FIG. 8 illustrates an exemplary method 800 for 
selecting frames for playback according to an embodiment of 
the present invention. As shown in FIG. 8, to display a video 
stream in a fast forward or rewind mode, a controller may ?rst 
select one or more frames that will start a new snippet (block 
810). The frames may be selected to form snippets as 
described above. Exemplary options for selecting frames are 
shown in FIG. 8. For example, every Nth frame may be 
selected (block 811). Or, if a manifest associated with the 
video stream is present (block 812), a frame at the beginning 
of each segment identi?ed in the manifest may be selected 
(block 813). Or if a method for scene detection is available 
(block 814), then a frame at the beginning of each detected 
scene may be selected (block 815). Other options for select 
ing frames to initiate a snippet, consistent with the embodi 
ments described herein, may be implemented. 
[0054] Then a controller may select frames after each pre 
viously selected starting frame to display (block 820). The 
frames may be selected to form snippets as described above. 
Exemplary options for selecting frames to form a snippet are 
shown in FIG. 8. For example, M consecutive frames after 
each start frame may be selected (block 821). It will be 
understood that in order to effectuate a fast forward display, 
M<N where N is the distance between frames at the start of 
two consecutive snippets. Or, if motion information for the 
frames in a video sequence is present, for low motion frames 
(block 822), a predetermined number of non-sequential 
frames, for example, every X frames, in the interval may be 
selected (block 823). The interval X can be adjusted adap 
tively based on content characteristics, for example, when a 
low motion scene is detected. Other options for selecting 
frames to form a snippet, consistent with the embodiments 
described herein, may be implemented 
[0055] According to an embodiment, frames at the end of a 
selected snippet and frames at the beginning of a next snippet 
may be blended to create a fade effect as described above 
(bock 830). Then, once frames for the snippet have been 
selected, the snippet may be displayed (block 840). 
[0056] As discussed above, FIGS. 1-3 illustrate functional 
block diagrams of exemplary systems according to an 
embodiment of the present invention. In implementation, the 
systems may be embodied as hardware, in which case, the 
illustrated blocks may correspond to circuit sub-systems 
within the systems. Alternatively, the components of the sys 
tems may be embodied as software, in which case, the blocks 
illustrated may correspond to program modules within soft 
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ware programs. In yet another embodiment, the systems may 
be hybrid systems involving both hardware circuit systems 
and software programs. 
[0057] Moreover, not all of the functional blocks described 
herein need be provided or need be provided as separate units. 
For example, although FIG. 1 illustrates the components of an 
exemplary system, such as the controller, decoding engine, 
and post-processor as separate units, in one or more embodi 
ments, some or all of them may be integrated. Such imple 
mentation details are immaterial to the operation of the 
present invention unless otherwise noted above. Additionally, 
although FIG. 8 illustrates an exemplary method, the order of 
operations may be altered or some operations skipped 
entirely. 
[0058] Some embodiments may be implemented, using a 
non-transitory computer-readable storage medium or article 
which may store an instruction or a set of instructions that, if 
executed by a processor, may cause the processor to perform 
a method in accordance with the disclosed embodiments. The 
exemplary methods and computer program instructions may 
be embodied on a non-transitory machine-readable storage 
medium. In addition, a server or database server may include 
machine-readable media con?gured to store machine execut 
able program instructions. The features of the embodiments 
of the present invention may be implemented in hardware, 
software, ?rmware, or a combination thereof and utilized in 
systems, subsystems, components or subcomponents thereof. 
The machine-readable storage media may include any 
medium that can store information. Examples of a machine 
readable storage medium include electronic circuits, semi 
conductor memory device, ROM, ?ash memory, erasable 
ROM (EROM), ?oppy diskette, CD-ROM, optical disk, hard 
disk, ?ber optic medium, or any electromagnetic or optical 
storage device. 
[0059] While the invention has been described in detail 
above with reference to some embodiments, variations within 
the scope and spirit of the invention will be apparent to those 
of ordinary skill in the art. Thus, the invention should be 
considered as limited only by the scope of the appended 
claims. 

We claim: 
1. A method for displaying a stream of video data, com 

prising: 
identifying a ?rst plurality of frames in the stream of video 

data to be displayed during fast forward play; 
for each respective frame in the ?rst plurality, identifying a 

second plurality of frames in an interval between the 
respective frame and a consecutive frame in the ?rst 
plurality, wherein the second plurality of frames 
includes fewer frames than the number of frames in the 
interval and the second plurality of frames are closely 
spaced in playback order; and 

displaying the ?rst and second plurality of frames. 
2. The method of claim 1, wherein the frames in the second 

plurality are consecutive. 
3. The method of claim 1, wherein identifying the ?rst 

plurality includes selecting frames that are a constant distance 
apart in the video stream. 

4. The method of claim 1, wherein identifying the second 
plurality includes selecting a predetermined number of 
frames after each frame in the ?rst plurality. 

5. The method of claim 1, wherein each frame in the ?rst 
plurality of frames begins a new scene. 
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6. The method of claim 5, further comprising detecting new 
scenes in the video stream. 

7. The method of claim 6, wherein identifying the ?rst 
plurality includes skipping a detected scene. 

8. The method of claim 7, wherein a detected scene is 
skipped when the number of frames in the scene is below a 
predetermined threshold. 

9. The method of claim 1, wherein identifying the ?rst 
plurality includes selecting a ?rst frame in each segment 
identi?ed in a manifest associated with the video stream. 

10. The method of claim 1, further comprising blending 
frames from a plurality of frames selected to form a ?rst 
snippet with a plurality or frames selected to form a second 
snippet, wherein each snippet is formed by a frame from the 
?rst plurality and frames from the second plurality selected to 
follow the frame in the ?rst plurality, and the ?rst and second 
snippet are consecutive in playback order. 

11. The method of claim 1, wherein identifying the second 
plurality includes selecting additional frames for the second 
plurality and dropping frames from the second plurality when 
the frames are determined to have low motion. 

12. The method of claim 1, wherein identifying the ?rst 
plurality includes selecting a ?rst frame in each segment 
according to playback information captured during encoding 
of the stream of video data. 

13. The method of claim 1, wherein identifying the ?rst 
plurality includes selecting a ?rst frame in each segment 
according to playback information captured during decoding 
of the stream of video data. 

14. A video display device comprising: 
a memory for storing video data; 
a controller con?gured to receive a request to display the 

video data at a fast playback rate, and to select a snippet 
of the video data by: 
identifying a ?rst plurality of frames in the video data to 

be displayed, 
for each respective frame in the ?rst plurality, identify 

ing a second plurality of frames in an interval between 
the respective frame and a consecutive frame in the 
?rst plurality, wherein the second plurality of frames 
includes fewer frames than the number of frames in 
the interval and the second plurality of frames are 
consecutive in playback order; and 

a display to display the selected snippet of the video data. 
15. The display device of claim 14, wherein the frames in 

the second plurality are consecutive. 
16. The display device of claim 14, wherein identifying the 

?rst plurality includes selecting frames that are a constant 
distance apart in the video stream. 

17. The display device of claim 14, wherein identifying the 
second plurality includes selecting a predetermined number 
of frames after each frame in the ?rst plurality. 

18. The display device of claim 14, wherein each frame in 
the ?rst plurality of frames begin a new scene. 

19. The display device of claim 14, wherein identifying the 
?rst plurality includes selecting a ?rst frame in each segment 
identi?ed in a manifest associated with the video stream. 

20. A non-transitory computer readable medium storing 
program instructions that, when executed by a processing 
device, cause the device to: 

identify a ?rst plurality of frames in the stream of video 
data to be displayed during fast forward play; 

for each respective frame in the ?rst plurality, identify a 
second plurality of frames in an interval between the 
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respective frame and a consecutive frame in the ?rst 
plurality, Wherein the second plurality of frames 
includes fewer frames than the number of frames in the 
interval and the second plurality of frames are closely 
spaced in playback order; and 

display the ?rst and second plurality of frames. 
21. The non-transitory computer readable medium of claim 

20, Wherein the frames in the second plurality are consecu 
tive. 

22. The non-transitory computer readable medium of claim 
20, Wherein identifying the ?rst plurality includes selecting 
frames that are a constant distance apart in the video stream. 

23. The non-transitory computer readable medium of claim 
20, Wherein identifying the second plurality includes select 
ing a predetermined number of frames after each frame in the 
?rst plurality. 

24. The non-transitory computer readable medium of claim 
20, Wherein each frame in the ?rst plurality of frames begin a 
neW scene. 

25. The non-transitory computer readable medium of claim 
20, Wherein identifying the ?rst plurality includes selecting a 
?rst frame in each segment identi?ed in a manifest associated 
With the video stream. 

* * * * * 
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