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# 강의목표

python을 통해 프로그래밍을 익히고 기초적인 데이터 처리 및 코드 수정을 할 수 있다.

데이터과학과 머신러닝의 기초를 이해하고, Azure 클라우드 서비스를 통해 실습한다.

Keras와 Jupyter, AWS 등을 이용해 딥러닝 모형을 설계하고 학습시킬 수 있다.

# 강의구성

기초 python+ 머신러닝 + 딥러닝 + 약간의 수학을 이론 및 실습을 통해 학습함.

교양서적에서 얻을 수 있는 피상적인 이해를 넘어 실전적인 기술과 지식을 갖출 수 있게 함

구현한 머신러닝, 딥러닝 모형을 Github에 올려 포트폴리오로 활용할 수 있도록 지도할 예정.

# 강의내용

1주차: python, 머신러닝, 딥러닝 소개

2주차: 처음 배우는 python, 기초 통계학

3주차: 회귀분석, 분류, ROC Curve

4주차: 군집분석, 추천, 모델의 평가

5주차: 내 생애 첫 딥러닝

6주차: CNN을 이용한 이미지 인식, 분류

7주차: RNN을 이용한 텍스트, 시계열 분석

8주차: GAN을 이용한 이미지 생성

# python이란?

귀도 반 로썸이 만든 프로그래밍 언어

문법이 간결하고 직관적인 코딩이 가능해 인기

간단한 프로그램부터 인공지능, 딥러닝 등에 이르기까지 다양한 곳에서 활용되고 있음

# 프로그래밍의 기본

변수를 이용해 데이터를 계산하고 다루기

많은 변수를 다양한 자료구조를 활용해 저장하기

코드의 흐름을 조건문, 반복문 등을 통해 제어

자주 쓰이는 기능을 함수로 만들어 재활용하기

다른 사람이 만든 라이브러리 등을 가져와 쓰기

# 머신러닝이란?

일반적인 프로그램은 주어진 데이터를 프로그래머가 작성한 방식 그대로 처리함

머신러닝은 입력된 데이터와 정답 등을 비교하며 오차를 계산하고, 더 정확한 답을 내기 위해 내부의 작동방식 및 변수 등을 스스로 조정함

머신러닝에는 양질의 데이터를 다수 확보하는 것이 가장 중요하며, 최근에는 데이터마이닝, 빅데이터 기술의 발전으로 데이터를 얻기 쉬워짐

# 빅데이터

3V를 만족하는 데이터로

Volume: 기존의 툴로 분석하기 힘들 정도로 많은 규모의 데이터이며

Velocity: 데이터 입출력에 요구되는 속도가 높고

Variety: 데이터의 종류가 다양하다

대표적인 예로 SNS에 올라오는 글들이 있다.

# 딥러닝이란?

머신러닝의 한 갈래로, 데이터 처리와 학습을 사람과 동물의 뇌를 인공적으로 구현한 인공신경망(Artificial Neural Network)를 사용하는 방식

머신러닝은 작동방식의 기본적인 틀과 학습규칙을 사람이 일일이 다 정해줘야 하지만 딥러닝은 충분한 데이터가 있으면 스스로 규칙을 찾고 학습함

한편 그만큼 계산에 필요한 컴퓨팅 자원이 기하급수적으로 증가하고, 개발자가 잘 모르는 문제에도 적용을 할 수 있지만 반대로 딥러닝이 왜 그 문제를 풀 수 있는지에 대한 답을 알기도 힘들다

따라서 과거에는 이러한 단점이 너무 커 딥러닝이 제대로 학습을 할 수 없었고 학계에서 거의 매장됐으나, 데이터가 확보되고 GPGPU를 사용해 그래픽카드를 계산에 사용하는 기술이 보편화되면서 딥러닝이 다시 쓰이게 될 환경이 갖춰졌다

# 딥러닝, 머신러닝 설계

1. 목표 설정

딥러닝, 머신러닝을 통해 해결할 문제와 목표를 설정한다

1. 입력과 출력 정의

어떤 데이터를 입력으로 주고, 이에 대해 어떤 출력이 나와야 할지를 정한다. 이에 따라 모형의 큰 틀이 정해지게 된다

1. 데이터 준비

데이터를 미리 가공하여 학습에 적합한 형태로 만든다. 수치 데이터는 단위를 통일하거나 범위를 조정하고, 문자 데이터는 전처리를 통해 가공한다

1. 학습 데이터와 검증 데이터의 분리

학습에 쓰이는 데이터는 모형이 정답을 알고 그에 맞게 학습을 하므로, 학습 데이터를 잘 맞춘다고 해서 모형이 정말로 학습을 잘 했다는 보장이 없다. 따라서 독립된 검증 데이터가 필요하다.

1. 알고리즘, 딥러닝 레이어 설계

어떤 머신러닝 알고리즘을 사용할지, 그리고 딥러닝은 어떤 레이어를 어떤 방식으로 구성할지 등등 모형의 실제 처리방식을 설계한다

1. 학습

설계한 모형을 학습시킨다. 데이터가 크고 모형이 복잡할수록 연산량이 기하급수적으로 늘어나므로, GPGPU를 지원하는 하드웨어와 라이브러리를 쓰거나 AWS, Azure 등의 클라우드 서비스를 쓴다

1. 재설계

학습을 하며 나타나는 모형의 특성을 보고 부족한 부분을 찾아 보완한다. 기준점이 되는 모형, 즉 베이스라인을 설정하고 이보다 더 나은 모형을 만들 수 있도록 재설계한다.

1. 검증

학습이 끝나면 검증 데이터를 통해 모형의 성능을 평가한다. 목표 설정에서 계획한 것을 달성했는지 평가하고, 어떤 부분에서 오류와 한계가 나타나는지 분석한다.

1. 배포 및 실사

학습이 끝난 모형을 분석, 예측에 활용하거나 혹은 웹, 장치 등에 배포한다. 학습을 시키는 것은 높은 연산능력이 필요하지만, 학습이 끝난 모형을 사용하는 것은 비교적 적은 연산능력으로도 가능하므로 스마트폰, 임베디드 하드웨어 등에도 배포가 가능하다.

# 필요한 능력과 기술

분야에 대한 지식 (Domain Knowledge)

프로그래밍 능력, 라이브러리에 대한 이해와 경험

수학 (통계학, 미적분, 선형대수학 등)

머신러닝, 딥러닝 기술에 대한 이해

기술 트렌드를 따라가고 이해할 수 있는 능력