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1 What/Why is Convex Optimization Important?

Convex optimization is a subclass of optimization where you are optimizing a convex function over a convex

set.
A convex set is any set where if you pick any two points in the set and connect them with a line, the line
lies fully within the set. Below is a figure of a convex and a nonconvex set.

Convex set Non - convex set

A convex function is a function where if you pick any two points and draw a secant line, the line lies
above the function. You can think of any convex function of any function that resembles a bowl, such as a
parabola or a paraboloid. A convex and nonconvex function are shown below.
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One important property of convex optimization problems is that a local minima is a global minima.
This makes optimization methods extremely fast to converge (can be on the order of tenths of seconds). If
a trajectory optimization problem can be formulated as a convex optimization problem, then the optimal
trajectory can be solved for extremely quickly and the satellite/spacecraft can repeatedly re-optimize its
trajectory while in flight. The primary appeal of these methods is that you can ensure that your solution
meets all your problem constraints. This method is famously used in SpaceX’s landing algorithm for their
Falcon 9 booster [1].



2 Quadratic Programs

A quadratic program (QP) is a subclass of convex optimization problem when the objective function is a
a convex quadratic function (for example a parabola or paraboloid), subject to linear equality and linear
inequality constraints. The general form of this problem can be mathamatically written as the following:
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Where < indicates element-wise inequalities, and Q) > 0.

QP’s are the most common class of convex optimization problems that are used for trajectory generation.
QP’s are used by SpaceX to land their Falcon 9 booster [1], MIT in their Cheetah robot [4], and Boston
Dynamics for their Atlas robot [5].

3 KKT Conditions

Before looking at how to solve quadratic programs, we must first understand the properties of optimal
solutions to convex optimization problems.

For an unconstrained convex function f : R™ — R, the necessary and sufficient condition for optimality
is

Vf=0

. For example consider f(z) = x2. To find the minimum of this function we would set Vf = 0 and solve
to get 2 = 0. However when we get introduce constraints, we must have different optimality conditions.
For example consider minimizing f(z) = x? on the interval z € [1,3]. We can no longer set the derivative
of f(z) to 0 and solve for z*. The optimality conditions for this constrained problem are called the KKT
conditions. First we will introduce a slack variable, s in the inequality constraint to turn it into an equality
constraint. Now we can write:
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We will now form the Lagrangian from multivariable calculus.

1
L(x,8, A, 1) = ixTQm + ¢z +yT(Az —b) + 2T (Gz + s — h)

where s > 0 and z > 0 and y and z are vectors of Lagrange multiplier corresponding to the equality
and inequality constraints respectively. The intuition behind this is that we move the constraints into the
objective function and penalize constraint violations. Now we can write the KKT conditions which are
necessary and sufficient conditions for optimality for convex optimization problems. This means that if we
find vectors z, s, y, and z that satisfies these KKT conditions, then x is our optimal solution and y and z
are our Lagrange multipliers. The KKT conditions for our QP are as follows

V.L=0
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The intuition behind these conditions are as follows. The first condition is similar the the f = 0 condi-
tion for unconstrained problems, but just accounts for the existance of constraints. The second and third
conditions just tell us that the optimal point must satisfy the equality and inequality constraints. The fourth
and fifth constraints just tell us that s must be positive to be a slack variable, and all elements of z must
be positive in order to penalize violations of the inequality constraint. The last constraint is a bit tougher
to explain. The intuitive meaning behind the Lagrange multiplier z is that the values of z tell us how much
more we could decrease the objective function if we relaxed the inequality constraint to Gz — h < 1. Basi-
cally it tells us how much we can decrease our optimal solution by if we relax our constraints a bit. So this
last condition says that either we have a nonzero Lagrange multiplier or our inequality constraint is active
((Gz — h); = 0).

The first condition is called stationarity, the second through fourth conditions are called primal feasibility,
the fifth condition is called dual feasibility, and the last constraint is called complementary slackness.

4 Primal-Dual Interior Point Method (CVXGEN Solver) [3,6]

In this section we will see how to solve quadratic programs using the Primal-Dual Interior Point Method.
This is the algorithm that the CVXGEN solver implements, which is the solver used by SpaceX for rocket
landings [1].

We can rewrite the KKT conditions as the following nonlinear root-finding problem:

Qr+q+ AT +GTx
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where Z = diag(z), S = diag(s), and 1 is a vector of all ones.

This nonlinear root-finding problem can be solved via Newton-Raphson iteration. The actual CVXGEN
solver implements Newton’s method with a number of additions such as centering steps, and corrector steps
as well as a line-search for better convergence and robustness, but the core idea of the Primal-Dual Interior
Point Method is that we write the KKT conditions as a nonlinear root-finding problem and use Newton-
Raphson. We can set up the system below solve for the iteration update vector:
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We then iterate until our solution converges.

5 Application to Rendezvous

We can formula the fuel-optimal rendezvous problem as a convex optimization problem. We will first consider
the fuel-optimal problem without state or input constraints, but then we will add in a thrust bound and an
approach cone constraint.

When the fuel-optimal rendezvous problem is solved we will get a sequence of inputs (thrust vectors)
that the spacecraft needs to apply in order to rendezvous with the ISS using minimum fuel. We will also get
the state trajectory (position and velocity vs time) of the rendezvousing spacecraft.

5.1 Dynamics

We will consider the problem of a spacecraft rendezvousing with the ISS. The ISS is in a circular orbit and
we will assume that the rendezvousing spacecraft is close enough to the ISS that the Clohessy-Wiltshire
equations are valid. This system is a continuous-time linear time invariant system that can be written as

T = A.x+ B.u
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5.2 Discretization

To use these dynamics in a numerical optimizer, we need to discretize the dynamics. We can discretize the
A matrix exactly using the unforced solution of the Clohessy-Wiltshire equations and we can discretize the
B matrix using an impulse model where a control input instintaneously changes the spacecraft’s velocity.
The discretized system can be written as
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where nt = nAt, snt = sin(nAt), ent = cos(nAt), and u; = f;At. Notice how the B matrix is the last
three columns of A. This is since we are using an impulse model for the discretization of the inputs.

5.3 Unconstrained Problem

Since the solution of the trajectory optimization problem is the control history (control input at each time-
step) and the resulting state trajectory (state at each time-step) for optimal rendezvous we must specify how
long we want the spacecraft to take to rendezvous. This time to rendezvous is referred to as the time-horizon,
usually denoted as T'.

For the optimal rendezvous problem without state and input constraints, the spacecraft has some initial
position and velocity which we want to bring to 0 in 7" time-steps, which means that the spacecraft is at the
ISS with zero relative velocity. Additionally this trajectory must minimize some metric of control effort. We
call this the constrained problem since we do not have any constraints on the control input or the state of
the spacecraft. In the next section we will put an upper limit on our control input and we will constrain the
spacecraft to approach the ISS in some approach cone.

This can be mathematically written as

Problem 1

. T-1
_min koo 3
05T, UQ;---, UT —1

s.t. Tpr1 = Az + Buy
z(0) = xo
z(T)=0

where |lu||3 is the square of the L?-norm of the control input at timestep k and xy11 = Az + Buy, are
the discrete dynamics that we derived in the previous section. In essence, this optimization problem seeks
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to minimize the sum of the squares of the control inputs subject to the dynamics and initial and terminal
boundary conditions on the state.

This does not look like the QP which we introduced in section 2, but it can be cannonicalized into the
form

Problem 2
min %xTQx +q¢Tz
st. Ax=5b
Gx = h

if we define the state, cost, and constraint matrices as follows:

T
(E:[’u.o ry U3y Xy - uT—l]
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Q=10 000 -~ 0
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o 0 0 --- A B
b=[-Amy 0 0 0 - xp]"

For this problem we do not have any inequality constraints.

For this example, we showed how to canonicalize problem 1. In practice we can directly feed problem 1
into canonicalizers like CVX or CVXPY and it will cannonicalize problem 1 into problem 2 for us and then
solve problem 2 with off-the-shelf quadratic program solvers.

5.4 Adding State and Input Constraints

Problem 1 was introduced to show how to cannonicalize a simple trajectory optimization problem into a
quadratic program. However, to make our problem more realistic, we have to add constraints that are not
supported by a quadratic program such as quadratic input constraints and conic constraints.

We know that we have some upper thrust limit that or spacecraft’s thrusters can produce. This is our
quadratic input constraints. Further we will constrain the spacecraft’s state so that it must stay within a
cone whose apex is at the ISS and open up in the along track (y) direction. This is a very standard constraint
for rendezvous. We can write this problem as the following.

Problem 3

. T-1
_min Shzo lusl3
05T, UQ;---, UT —1

s.t. Tpr1 = Az + Buy
ujup < Up o,
[Szk| + "z <0
z(0) = x
z(T)=0

Where 4, is the maximum thrust the spacecraft can produce,
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and ~ is the half-angle of the approach cone Due to our thrust limit and approach cone constraints, this

optimization problem is now a Second Order Cone Program (SOCP). To solve it, we inputted Problem 3
into CVXPY and called the ECOS solver.

5.5 L' vs L? Penalties

In the past few examples we used the sum of the squares of the L? norm to penalize our control input,
however this isn’t the most accurate metric of fuel consumption. In most chemical propulsion systems fuel
consumption is linearly proportional to the thrust produced. If we assume that we have three orthogonal

thruster, a more accurate metric for fuel consumption would be the sum of the L' norms of the control
input. This problem is given below

Problem 4
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By penalizing the sum of the L' norm, we encourage sparsity in our solutions. The thrusters will tend to

be off most of the time, but when they are on, they apply a lot of thrust. On the other hand, penalizing the
sum of the squares will encourage the thrusters to be on for the most part, but at a greatly reduced thrust,
since large thrusts are penalized much heavier than in the L' case.
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The code used to implement this optimal rendezvous can be found here
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