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## Сравнение четырех видов сортировок:

1. Пузырьковая сортировка
2. Сортировка вставками
3. Сортировка Шелла
4. Быстрая сортировка

**Данные сортировки будут сравниваться по трем параметрам:**

* Количество перестановок
* Количество сравнений
* Время выполнения программы

# Результаты проведенного исследования

Все точные значения содержатся таблице, здесь же приведены лишь диаграммы, наглядно показывающие основные результаты.

Таблица Количество сравнений

Таблица Количество Перестановок

Таблица Время выполнения в сек (на одном компьютере)

**Примечание:** Время работы программ не зависело от человека и замерялось программно.   
Все программы унифицированы, и различаются лишь функциями для сортировки массива**.**

### Анализ результатов

Во всех экспериментах, кроме наилучшего набора входящих данных, быстрейшей по времени исполнения и оптимальной по количеству сравнений и перестановок была Быстрая сортировка, чем полностью оправдала свое название, а так же популярность как наиболее используемого алгоритма сортировки.

Быстрая сортировка была менее эффективной, чем другие сортировки лишь на практически отсортированном массиве. Она уступила лишь сортировке пузырьком, которая, не смотря на наихудшие показатели в других случаях, оказалась быстрейшей на лучшем наборе. Причем как по времени работы, так и по оптимальности (количеству перестановок и сравнений). Так же Быструю сортировку по количеству сравнений на наилучшем наборе опередила сортировка вставками, что, тем не менее, не повлияло положительно на реальное время работы, и быстрая сортировка все равно оказалась быстрее.

Быстрая сортировка показала свою максимальную эффективность на больших массивах из случайных элементов, показав гигантскую разницу по времени работы и оптимальности с наивными сортировками (пузырьком и вставками). А так же показав свое превосходство над Сортировкой Шелла. Так же эта сортировка была быстрейшей на худшем наборе. Количество перестановок в наивных сортировках на массиве из 50 тыс. элементов, отсортированном в обратном порядке, превысило 1,2 млрд ,а быстрой сортировке потребовалось менее миллиона перестановок на том же наборе.

Сортировка Шелла (при разбиении по методу Шелла  ![~d_1 = N/2,  d_i = d_{i-1} / 2,  d_k = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPcAAAAVBAMAAABoLmXpAAAAMFBMVEX///+KioowMDAMDAzm5ua2trbMzMwiIiJiYmJ0dHSenp4WFhZQUFAEBARAQEAAAAA30ffnAAAAAXRSTlMAQObYZgAAAy9JREFUSA2dVU1oE0EYfUmzu/lPDh7aWwWpNymCJw+GQhFF2lwEtViDd03AguDFbVXoodIcBCuC5FLwVOtBFCySY7Fie1JvjaBgqYYWq9aqjd83szOZ7Lb054PM9+a9N/vN326AHaOyoyNoiAepfTEhdx/D2nc9Jr24hXXkD9DzrxMIFzC1/Ek7vq1o2AQBsgvx+qucMgRkFvo8dU65jGzdzAM1IhxYLq5pJTmtYRMEyBLOwelWhoBMgv3cU2eUy8jRYg1wiehAGigyEpGoesBMfjJUpnnb68ril4mPHFHFN5TLyMnwCiJlIoaQqSFTUlKmopCR/aSTwybwSzn8suAPSzW+olxGjsZ/I1SgKZbQ1omULv7E8GjoJ08CR4H3SvfLghfF40tj08pl5As4jij1Y2Umi1VugamJLe5HkHzAXvsvt9uMAUTx+/rJSL/kkIdxD+MFLk47SDEvWsRK6omGtUmyU8QQt8k1gU15WRSQu8jFrZ/Y8khc9FdPkU47SIvwbsWlAoL3I0jSUVEUK9wiKAtarNwpgY6EXmZfuHAWJokbZj6Rlep10P2wumVHta1kF9FRYX9qjOnzjSGJV55xMYfQ3YJ06tbOIr7qUrfE1EFuKNbBr2xBYN20kO3viHdYC4sZeGNiNaZagosX85iJIFVgwTzIHN1Wlza8k3haSZ4S7B9IVHOMDKtBssDFLzMYhsVJyo6cif/Mi7nIRswrzmYv+K7Nu94OdsjPDew19FfKI2IiyugnuTgfFX1n+BmenOp9yB0zeOVt+eTa2WBx+qrxpiBB2XoxOubaHwgdw3zv+R65CurKaCW5+DT9BkZHZ3HFlWPyA5M90txsubi1dPuNGyiePnGITo3kq/RLNRqNrP2d0ODEmdlIioAZHhmt1+tLYtvtGsmLjcYqit1yDG41/5m8oW8bX3MelGfudcz0WndiCj1SwMyapJUnK1ope+jGxYjmAmDb4ryDMkIKPDugkJE1ScX5qLzIenkho+euJJ3j4x81bgFWTXdPK/RFPVERnBX5eDOLQS1EKhLapfAdTe4apPPa6mq0E/isDeK+695egbPXAewv7XbQf+Bh5SxZoByyAAAAAElFTkSuQmCC) в худшем случае, сложность алгоритма составит ![O( N^2 )](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAAAXBAMAAABdWcpDAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAWJJREFUKBV1UD1LA1EQHM9czrt3+WjEMvkBFoed5BfYpbEULbSwEO4fXKwsLMwPCBKxEQSJCBFsfLaakCvsTWGjKAZUIirG2YvKU+LA7s7M8t4uC4xC7bw6yk48pd3Nf5tuDx9/mn74Y1RVH7NDdd9qN8jmGWdPwOFLHVYMTzycaLgbgFMndwvcZB+Y+dLOCs1LwKMNPyoCGlmtgAPqZsz0ECLFgozXgwpQO+bEW+o9MaOy/MSX2UfYoTMY9IAcp7yLuRhgUuo2luELIVJdWH0hnS7mpJbQCb+bXoCJipiFBpKbaJzGR2IQmRi5PKt6BThFFh2r3Agh/OKwmeHfb9ROGdlnLR2CzdQSaxQAvAPGG8C6JhFYGjYfqTXyVYbscqWZBF4Z2AGuWbDLsBhRlUmQJrGn2xfCeQRvi2f1RAjSw5LkpsETumAYVtcQQqcMrfKGIHWLpr4zhTE7se3wV7cEfALZTFGj7Y/6MQAAAABJRU5ErkJggg==)) показывала стабильно хорошие результаты, но в среднем была медленнее быстрой. Тем не менее, она имеет преимущества перед быстрой сортировкой:

* отсутствие потребности в памяти под стек;
* отсутствие деградации при неудачных наборах данных — быстрая сортировка легко деградирует до O(n²), что хуже, чем худшее гарантированное время для сортировки Шелла.

Судя по результатам, Быстрая сортировка и сортировка Шелла показали полное превосходство над наивными сортировками. Пузырьковая сортировка реально может быть использована лишь, если известно что массив для сортировки будет практически отсортирован. А реального повода для использования сортировки вставками я не вижу.

Сортировку же Шелла стоит использовать при малом доступном количестве стековой памяти и больших оперируемых массивах, в которых возможен худший для быстрой сортировки случай разбиения, когда глубина рекурсии достигнет n.

В остальном же алгоритм Быстрой Сортировки имеет значительное количество преимуществ:

* Один из самых быстродействующих (на практике) из алгоритмов внутренней сортировки общего назначения.
* Прост в реализации.
* Требует лишь ![O(\lg n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADwAAAAVBAMAAADocZC/AAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAW9JREFUKBWNkL9LAmEcxh89T+88/PEPRG4RSB22FvgHRBw0NHZLRIPg0BBF6BINDUlLqxJBEcG5NNSQuASlZNBo4BA0hTaE9APq+Z6oqUtfeO/7PM/nfV++9wL/rZvhjUrOTV4rVQdQLb1gDe44E3tZgr4LbAIb5iBmhMAKP4/AKeAfwsEGcFEjbqaRHMXhPHBCioylxEYxWtC/BS+bHo7FyxPlxSmOeavOyFwL8LYF3zd8OcGqrWcPAUWbxDnjI2hZweOO5gj2xPBO+3JtYYz9CZEom/GJCJvf9EZdjCaww6DcwaE2Iu5pfU+1GeMBgS8X+8RmTGhpOa3PzdIC8wgl2eJQOZqRIsoJVrhJ6oO6BBwDBeDZAoKmYHXiSmi4hcgWgzX+Y7x6x4TPok+nsP/zxgtoQhWGNlenDFt6MWdsZ0W4pda6CuBjAQmu1V7m4UXdKopYdxBOdhMc9BTHKdEE6pV6P8v3JbD014hWHPwCz3ZRlhB6inUAAAAASUVORK5CYII=) дополнительной памяти для своей работы. (Не улучшенный рекурсивный алгоритм в худшем случае ![O(n \log n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFQAAAAVBAMAAAAqQdQ7AAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAdNJREFUKBWdkj2I02AYx381TZO0tjkEEQdRBwehSDgHRRBvVyQonItgITjIIXS2SMVDbg2nw+FUFcEPhFcEBRfDLYK2XOUcHBQ6iE5yt2jxA87nTXyTIoeDDyT/j+efN++TN/A/9fJfD1lx2v3SHyiwQxO9ud2wCXyo+fMEbwEu5b4zn9OC6LZzXm5v4X5hRwXNWXUET4ci19rM5C6bRRs9uKcj3dDaozGrzaKs4/3S7XNBSaY62zt9RAaUVZ3VowqruW96hP3KPqhnOsmWsY6ujMoxBFfjqt5OxA3lzDHLktfGcvfzSMw7uFcE2K1cRaPzlVIWlS3cZht+CJ9fhOySyAf8KYHaD3yBxjquNIk8edVh9qZR1uCamMtZtD7GV1CfoitAZEv0mFpSsyJ4g/MzjZZbAt0Atw3lRH/gP6uucH010eoE9RmBJnqB2kWoxODHRFvFjZiHBxwSKvWdSpDAXbgFH0OoBnIQMH4izYhPypvjVEeJkAH8jjQvyG/SHLwWRx/BNLxPYPHb0GsuK9yNjR1po96XQEuurGotwwzWdvLsnRHYw5xyoKAZ0++ptI1byhk8NqZB57hMYQSLOZPtJxMipZf7g8LrTXbPTIq/uaX4DUAZc2U6F9zRAAAAAElFTkSuQmCC) памяти).
* Допускает естественное распараллеливание (сортировка выделенных подмассивов в параллельно выполняющихся подпроцессах).
* Работает на связных списках и других структурах с последовательным доступом, допускающих эффективный проход как от начала к концу, так и от конца к началу.

*Что дает мне сделать вывод о том, что быстрая сортировка – наилучший сортировочный алгоритм****.***

В том числе лучшим он является по тому, что легко модифицируется для придания алгоритму устойчивости и «защиты от худшего случая» — устранения деградации производительности и переполнения стека вызовов из-за большой глубины рекурсии при неудачных входных данных.

Что касается первой проблемы, то она решается путём расширения ключа исходным индексом элемента в массиве. В случае равенства основных ключей сравнение производится по индексу, исключая, таким образом, возможность изменения взаимного положения равных элементов. Эта модификация не бесплатна — она требует дополнительно O(n) памяти и одного полного прохода по массиву для сохранения исходных индексов.

Вторая проблема, в свою очередь, решается по двум разным направлениям: снижение вероятности возникновения худшего случая путём специального выбора опорного элемента и применение различных технических приёмов, обеспечивающих устойчивую работу на неудачных входных данных. Для первого направления:

* Выбор среднего элемента. Устраняет деградацию для предварительно отсортированных данных, но оставляет возможность случайного появления или намеренного подбора «плохого» массива.
* Выбор медианы из трёх элементов: первого, среднего и последнего. Снижает вероятность возникновения худшего случая, по сравнению с выбором среднего элемента.
* Случайный выбор. Вероятность случайного возникновения худшего случая становится исчезающе малой, а намеренный подбор — практически неосуществимым. Ожидаемое время выполнения алгоритма сортировки составляет O(*n* lg *n*).

Недостаток всех усложнённых методов выбора опорного элемента — дополнительные накладные расходы; впрочем, они не так велики.

Во избежание отказа программы из-за большой глубины рекурсии могут применяться следующие методы:

* При достижении нежелательной глубины рекурсии переходить на сортировку другими методами, не требующими рекурсии. Можно заметить, что алгоритм очень хорошо подходит для такого рода модификаций, так как на каждом этапе позволяет выделить непрерывный отрезок исходного массива, предназначенный для сортировки, и то, каким методом будет отсортирован этот отрезок, никак не влияет на обработку остальных частей массива.
* Модификация алгоритма, устраняющая одну ветвь рекурсии. Вместо того, чтобы после разделения массива вызывать рекурсивно процедуру разделения для обоих найденных подмассивов, рекурсивный вызов делается только для меньшего подмассива, а больший обрабатывается в цикле в пределах этой же процедуры.
* Разбивать массив не на две, а на три части[[2]](https://ru.wikipedia.org/wiki/%D0%91%D1%8B%D1%81%D1%82%D1%80%D0%B0%D1%8F_%D1%81%D0%BE%D1%80%D1%82%D0%B8%D1%80%D0%BE%D0%B2%D0%BA%D0%B0#cite_note-2).