本文主要讲解主节点部分重同步的实现，以及主从复制中的其他功能。本文是Redis主从复制机制的最后一篇文章。

主节点在收到从节点发来的PSYNC命令之前，主节点的部分重同步流程，与完全重同步流程是一样的。在收到PSYNC命令后，主节点调用masterTryPartialResynchronization函数，尝试进行部分重同步。

首先看一下部分重同步的实现原理，然后在看具体的实现。

**一：部分重同步原理**

Redis实现的部分重同步功能，依赖于以下三个属性：

a：主节点的复制偏移量和从节点的复制偏移量；

b：主节点的复制积压队列( replication backlog )；

c：Redis实例的运行ID；

主节点维持一个积压队列。当它收到客户端发来的命令请求时，除了将该命令请求缓存到从节点的输出缓存，还会将命令追加到积压队列中。

积压队列中的每个字节，都有一个全局性的偏移量。主节点维持一个计数器作为复制偏移量，当主节点回复从节点”+FULLRESYNC  <runid>  <offset>”信息时，其中的offset就是当前主节点的复制偏移量的值。当从节点收到该消息后，保存<runid>，取出<offset>作为自己的复制偏移量的初始值。

当主节点收到客户端发来的，长度为len的命令请求之后，就会将len增加到复制偏移量上。然后将该命令请求追加到积压队列中，并且发给每个从节点。从节点收到主节点发来的命令之后，同样会将命令长度len增加到自己的复制偏移量上，这就保证了主从节点上复制偏移量的一致性，也就是数据库状态的一致性。

积压队列是一个空间有限的循环队列，随着命令的追加，不断覆盖之前的命令，积压队列中累积的命令偏移量范围也在不断发生变化。

当从节点断链一段时间，然后重连主节点时，向主节点发来”PSYNC <runid> <offset>”命令。其中的<runid>就是断链前保存的主节点运行ID，<offset>就是自己的复制偏移量加1，表示需要接收的下一条命令首字节的偏移量。

主节点收到该”PSYNC”消息后，首先判断<runid>是否与自己的运行ID匹配，如果不匹配，则不能执行部分重同步；然后判断偏移量<offset>是否还在积压队列中累积的命令范围内，如果在，则说明可以进行部分重同步。

要理解部分重同步，必须理解积压队列的实现。

**二：积压队列的实现**

Redis中的积压队列server.repl\_backlog，是一个固定大小的循环队列。所谓循环队列，举个简单的例子，假设server.repl\_backlog的大小为10个字节，则向其中插入数据”abcdefg”之后，该积压队列的内容如下：
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现在插入数据”hijklmn”，则积压队列的内容如下：

![D:\1code\mycode\redis-3.0.5\rreedd\积压队列2.jpg](data:image/jpeg;base64,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)

也就是说，插入数据时，一旦到达了积压队列的尾部，则重新从头部开始插入，覆盖最早插入的内容。

要理解积压队列，关键在于理解下面的，有关积压队列的属性：

server.master\_repl\_offset：一个全局性的计数器。该属性只有存在积压队列的情况下才会增加计数。当存在积压队列时，每次收到客户端发来的，长度为len的请求命令时，就会将server.master\_repl\_offset增加len。

该属性也就是所谓的主节点上的复制偏移量。当从节点发来PSYNC命令后，主节点回复从节点"+FULLRESYNC <runid> <offset>"消息时，其中的offset就是取的主节点当时的server.master\_repl\_offset的值。这样当从节点收到该消息后，将该值保存在复制偏移量server.master->reploff中。

进入命令传播阶段后，每当主节点收到客户端的命令请求，则将命令的长度增加到server.master\_repl\_offset上，然后将命令传播给从节点，从节点收到后，也会将命令长度加到server.master->reploff上，从而保证了主节点上的复制偏移量server.master\_repl\_offset和从节点上的复制偏移量server.master->reploff的一致性。

需要注意的，server.master\_repl\_offset的值并不是严格的从0开始增加的。它只是一个计数器，只要能保证主从节点上的复制偏移量一致即可。比如如果它的初始值为10，发送给从节点后，从节点保存的复制偏移量初始值也为10，当新的命令来临时，主从节点上的复制偏移量都会相应增加该命令的长度，因此这并不影响主从节点上偏移量的一致性。

server.repl\_backlog\_size：积压队列server.repl\_backlog的总容量。

server.repl\_backlog\_idx：在积压队列server.repl\_backlog中，每次写入新数据时的起始索引，是一个相对于server.repl\_backlog的索引。当server.repl\_backlog\_idx 等于server.repl\_backlog的长度server.repl\_backlog\_size时，置其值为0，表示从头开始。

以上面那个积压队列为例，server.repl\_backlog\_idx的初始值为0，插入”abcdefg”之后，该值变为7；插入”hijklmn”之后，该值变为4。

server.repl\_backlog\_histlen：积压队列server.repl\_backlog中，当前累积的数据量的大小。该值不会超过积压队列的总容量server.repl\_backlog\_size。

server.repl\_backlog\_off：在积压队列中，最早保存的命令的首字节，在全局范围内（而非积压队列内）的偏移量。在累积命令流时，下列等式恒成立：

server.master\_repl\_offset - server.repl\_backlog\_off + 1 = server.repl\_backlog\_histlen。

还是以上面那个积压队列为例：如果在插入”abcdefg”之前，server.master\_repl\_offset的初始值为2，则插入”abcdefg”之后，积压队列中当前的数据量，也就是属性server.repl\_backlog\_histlen的值为7。属性server.master\_repl\_offset的值变为9，此时命令的首字节为”a”，它在全局的偏移量就是3。满足上面的等式。

在插入”hijklmn”之后，积压队列中当前的数据量，也就是属性server.repl\_backlog\_histlen的值为10。属性server.master\_repl\_offset的值变为16。此时最早保存的命令首字节为”e”，它在全局的偏移量是7，满足上面的等式。

根据上面的等式，主节点的积压队列中累积的命令流，首字节和尾字节在全局范围内的偏移量分别是server.repl\_backlog\_off和server.master\_repl\_offset。

当从节点断链重连后，向主节点发送”PSYNC <runid> <offset>”消息，其中的<offset>表示需要接收的下一条命令首字节的偏移量。也就是server.master->reploff + 1。

主节点判断<offset>的值，如果该值在下面的范围内，就表示可以进行部分重同步：

[server.repl\_backlog\_off, server.repl\_backlog\_off + server.repl\_backlog\_histlen]。如果<offset>的值为server.repl\_backlog\_off + server.repl\_backlog\_histlen，也就是server.master\_repl\_offset + 1，说明从节点断链期间，主节点没有收到过新的命令请求。

**三：部分重同步**

**1：**masterTryPartialResynchronization函数

主节点收到从节点的”PSYNC <runid> <offset>”消息后，调用函数masterTryPartialResynchronization尝试进行部分重同步。该函数的代码如下：

int masterTryPartialResynchronization**(**redisClient **\***c**)** **{**

long long psync\_offset**,** psync\_len**;**

char **\***master\_runid **=** c**->**argv**[**1**]->**ptr**;**

char buf**[**128**];**

int buflen**;**

*/\* Is the runid of this master the same advertised by the wannabe slave*

*\* via PSYNC? If runid changed this master is a different instance and*

*\* there is no way to continue. \*/*

**if** **(**strcasecmp**(**master\_runid**,** server**.**runid**))** **{**

*/\* Run id "?" is used by slaves that want to force a full resync. \*/*

**if** **(**master\_runid**[**0**]** **!=** '?'**)** **{**

redisLog**(**REDIS\_NOTICE**,**"Partial resynchronization not accepted: "

"Runid mismatch (Client asked for runid '%s', my runid is '%s')"**,**

master\_runid**,** server**.**runid**);**

**}** **else** **{**

redisLog**(**REDIS\_NOTICE**,**"Full resync requested by slave %s"**,**

replicationGetSlaveName**(**c**));**

**}**

**goto** need\_full\_resync**;**

**}**

*/\* We still have the data our slave is asking for? \*/*

**if** **(**getLongLongFromObjectOrReply**(**c**,**c**->**argv**[**2**],&**psync\_offset**,NULL)** **!=**

REDIS\_OK**)** **goto** need\_full\_resync**;**

**if** **(!**server**.**repl\_backlog **||**

psync\_offset **<** server**.**repl\_backlog\_off **||**

psync\_offset **>** **(**server**.**repl\_backlog\_off **+** server**.**repl\_backlog\_histlen**))**

**{**

redisLog**(**REDIS\_NOTICE**,**

"Unable to partial resync with slave %s for lack of backlog (Slave request was: %lld)."**,** replicationGetSlaveName**(**c**),** psync\_offset**);**

**if** **(**psync\_offset **>** server**.**master\_repl\_offset**)** **{**

redisLog**(**REDIS\_WARNING**,**

"Warning: slave %s tried to PSYNC with an offset that is greater than the master replication offset."**,** replicationGetSlaveName**(**c**));**

**}**

**goto** need\_full\_resync**;**

**}**

*/\* If we reached this point, we are able to perform a partial resync:*

*\* 1) Set client state to make it a slave.*

*\* 2) Inform the client we can continue with +CONTINUE*

*\* 3) Send the backlog data (from the offset to the end) to the slave. \*/*

c**->**flags **|=** REDIS\_SLAVE**;**

c**->**replstate **=** REDIS\_REPL\_ONLINE**;**

c**->**repl\_ack\_time **=** server**.**unixtime**;**

c**->**repl\_put\_online\_on\_ack **=** 0**;**

listAddNodeTail**(**server**.**slaves**,**c**);**

*/\* We can't use the connection buffers since they are used to accumulate*

*\* new commands at this stage. But we are sure the socket send buffer is*

*\* empty so this write will never fail actually. \*/*

buflen **=** snprintf**(**buf**,sizeof(**buf**),**"+CONTINUE\r\n"**);**

**if** **(**write**(**c**->**fd**,**buf**,**buflen**)** **!=** buflen**)** **{**

freeClientAsync**(**c**);**

**return** REDIS\_OK**;**

**}**

psync\_len **=** addReplyReplicationBacklog**(**c**,**psync\_offset**);**

redisLog**(**REDIS\_NOTICE**,**

"Partial resynchronization request from %s accepted. Sending %lld bytes of backlog starting from offset %lld."**,**

replicationGetSlaveName**(**c**),**

psync\_len**,** psync\_offset**);**

*/\* Note that we don't need to set the selected DB at server.slaveseldb*

*\* to -1 to force the master to emit SELECT, since the slave already*

*\* has this state from the previous connection with the master. \*/*

refreshGoodSlavesCount**();**

**return** REDIS\_OK**;** */\* The caller can return, no full resync needed. \*/*

need\_full\_resync**:**

*/\* We need a full resync for some reason... Note that we can't*

*\* reply to PSYNC right now if a full SYNC is needed. The reply*

*\* must include the master offset at the time the RDB file we transfer*

*\* is generated, so we need to delay the reply to that moment. \*/*

**return** REDIS\_ERR**;**

**}**

该函数返回REDIS\_ERR表示不能进行部分重同步；返回REDIS\_OK表示可以进行部分重同步。

首先比对"PSYNC"命令参数中的运行ID和本身的ID号是否匹配，如果不匹配，则需要进行完全重同步，因此直接返回REDIS\_ERR即可；

然后取出"PSYNC"命令参数中的从节点复制偏移到psync\_offset中，该值表示从节点需要接收的下一条命令首字节的偏移量。接下来根据积压队列的状态判断是否可以进行部分重同步，判断的条件上一节中已经讲过了，不再赘述。

经过上面的检查后，说明可以进行部分重同步了。因此：首先将REDIS\_SLAVE标记增加到客户端标志位中；然后将从节点客户端的复制状态置为REDIS\_REPL\_ONLINE，并且将c->repl\_put\_online\_on\_ack置为0。这点很重要，因为只有当c->replstate为REDIS\_REPL\_ONLINE，并且c->repl\_put\_online\_on\_ack为0时，在函数prepareClientToWrite中，才为socket描述符注册可写事件，这样才能将输出缓存中的内容发送给从节点客户端；

接下来，直接向客户端的socket描述符上输出"+CONTINUE\r\n"命令，这里不能用输出缓存，因为输出缓存只能用于累积命令流。之前主节点向从节点发送的信息很少，因此内核的输出缓存中应该会有空间，因此这里直接的write操作一般不会出错；

接下来，调用addReplyReplicationBacklog，将积压队列中psync\_offset之后的数据复制到客户端输出缓存中，注意这里不需要设置server.slaveseldb为-1，因为从节点是接着上次连接进行的；

最后，调用refreshGoodSlavesCount，更新当前状态正常的从节点数量；

2：addReplyReplicationBacklog函数

主节点确认可以为从节点进行部分重同步时，首先就是调用addReplyReplicationBacklog函数，将积压队列中，全局偏移量为offset的字节，到尾字节之间的所有内容，追加到从节点客户端的输出缓存中。该函数的代码如下：

long long addReplyReplicationBacklog**(**redisClient **\***c**,** long long offset**)** **{**

long long j**,** skip**,** len**;**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] Slave request offset: %lld"**,** offset**);**

**if** **(**server**.**repl\_backlog\_histlen **==** 0**)** **{**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] Backlog history len is zero"**);**

**return** 0**;**

**}**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] Backlog size: %lld"**,**

server**.**repl\_backlog\_size**);**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] First byte: %lld"**,**

server**.**repl\_backlog\_off**);**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] History len: %lld"**,**

server**.**repl\_backlog\_histlen**);**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] Current index: %lld"**,**

server**.**repl\_backlog\_idx**);**

*/\* Compute the amount of bytes we need to discard. \*/*

skip **=** offset **-** server**.**repl\_backlog\_off**;**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] Skipping: %lld"**,** skip**);**

*/\* Point j to the oldest byte, that is actaully our*

*\* server.repl\_backlog\_off byte. \*/*

j **=** **(**server**.**repl\_backlog\_idx **+**

**(**server**.**repl\_backlog\_size**-**server**.**repl\_backlog\_histlen**))** **%**

server**.**repl\_backlog\_size**;**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] Index of first byte: %lld"**,** j**);**

*/\* Discard the amount of data to seek to the specified 'offset'. \*/*

j **=** **(**j **+** skip**)** **%** server**.**repl\_backlog\_size**;**

*/\* Feed slave with data. Since it is a circular buffer we have to*

*\* split the reply in two parts if we are cross-boundary. \*/*

len **=** server**.**repl\_backlog\_histlen **-** skip**;**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] Reply total length: %lld"**,** len**);**

**while(**len**)** **{**

long long thislen **=**

**((**server**.**repl\_backlog\_size **-** j**)** **<** len**)** **?**

**(**server**.**repl\_backlog\_size **-** j**)** **:** len**;**

redisLog**(**REDIS\_DEBUG**,** "[PSYNC] addReply() length: %lld"**,** thislen**);**

addReplySds**(**c**,**sdsnewlen**(**server**.**repl\_backlog **+** j**,** thislen**));**

len **-=** thislen**;**

j **=** 0**;**

**}**

**return** server**.**repl\_backlog\_histlen **-** skip**;**

**}**

在该函数中，首先计算需要在积压队列中跳过的字节数skip，offset为从节点所需数据的首字节的全局偏移量，server.repl\_backlog\_off表示积压队列中最早累积的命令首字节的全局偏移量，因此skip等于offset - server.repl\_backlog\_off；

接下来，计算积压队列中，最早累积的命令首字节，在积压队列中的索引j，server.repl\_backlog\_idx-1表示积压队列中，命令尾字节在积压队列中的索引，server.repl\_backlog\_size表示积压队列的总容量，server.repl\_backlog\_histlen表示积压队列中累积的命令的大小，因此得到j的值为： (server.repl\_backlog\_idx+(server.repl\_backlog\_size-server.repl\_backlog\_histlen))%server.repl\_backlog\_size;

接下来，将j置为需要数据首字节相对于积压队列中的索引；然后计算总共需要复制的字节数len；然后就是将数据循环追加到从节点客户端的输出缓存中（追加之前，已经在函数syncCommand保证该输出缓存为空）；

3：feedReplicationBacklog函数

主节点收到客户端发来的命令请求后，除了需要将命令累积到从节点的输出缓存中，还需要将该命令追加到积压队列中。feedReplicationBacklog函数就是用于实现将命令追加到积压队列中的函数。

它的代码如下：

void feedReplicationBacklog**(**void **\***ptr**,** size\_t len**)** **{**

unsigned char **\***p **=** ptr**;**

server**.**master\_repl\_offset **+=** len**;**

*/\* This is a circular buffer, so write as much data we can at every*

*\* iteration and rewind the "idx" index if we reach the limit. \*/*

**while(**len**)** **{**

size\_t thislen **=** server**.**repl\_backlog\_size **-** server**.**repl\_backlog\_idx**;**

**if** **(**thislen **>** len**)** thislen **=** len**;**

memcpy**(**server**.**repl\_backlog**+**server**.**repl\_backlog\_idx**,**p**,**thislen**);**

server**.**repl\_backlog\_idx **+=** thislen**;**

**if** **(**server**.**repl\_backlog\_idx **==** server**.**repl\_backlog\_size**)**

server**.**repl\_backlog\_idx **=** 0**;**

len **-=** thislen**;**

p **+=** thislen**;**

server**.**repl\_backlog\_histlen **+=** thislen**;**

**}**

**if** **(**server**.**repl\_backlog\_histlen **>** server**.**repl\_backlog\_size**)**

server**.**repl\_backlog\_histlen **=** server**.**repl\_backlog\_size**;**

*/\* Set the offset of the first byte we have in the backlog. \*/*

server**.**repl\_backlog\_off **=** server**.**master\_repl\_offset **-**

server**.**repl\_backlog\_histlen **+** 1**;**

**}**

函数中，首先将len增加到主节点复制偏移量server.master\_repl\_offset中；

然后进入循环，将ptr追加到积压队列中，在循环中：

首先计算本次追加的数据量thislen。server.repl\_backlog\_size表示积压队列的总容量，server.repl\_backlog\_idx-1表示积压队列中，累积的命令尾字节在积压队列中的索引，因此thislen等于server.repl\_backlog\_size-server.repl\_backlog\_idx，表示在积压队列的尾部之前，还可以追加多少字节。如果thislen大于len，则调整其值；

然后将p中的thislen个字节，复制到首地址为server.repl\_backlog+server.repl\_backlog\_idx的内存中；

接下来更新server.repl\_backlog\_idx的值，如果其值等于积压队列的总容量，表示已经到达积压队列的尾部，因此下一次添加数据时，需要重新从头部开始，因此置server.repl\_backlog\_idx为0；

然后更新len和p；

最后更新server.repl\_backlog\_histlen的值；该值表示积压队列中累积的命令总量；

server.repl\_backlog\_histlen的值最大不能超过积压队列的总容量，因此将所有数据追加到积压队列后，如果其值已经大于总容量server.repl\_backlog\_size，则重新置其值为server.repl\_backlog\_size；

最后，更新server.repl\_backlog\_off的值，使其满足等式：

server.repl\_backlog\_histlen=server.master\_repl\_offset-server.repl\_backlog\_off+1;

**四：定时监测函数replicationCron**

主从节点为了探测网络是连通的，每隔一段时间，都会向对方发送一定的心跳信息。

之前在《[Resis主从复制之从节点流程](http://blog.csdn.net/gqtcgq/article/details/51172085)》介绍过，从节点在接受完RDB数据之后，清空本身数据库时，以及加载RDB数据时，都会时不时的向主节点发送一个换行符”\n”（通过回调函数replicationSendNewlineToMaster实现）；而且，当从节点本身的复制状态变为REDIS\_REPL\_CONNECTED之后，每隔1秒钟就会向主节点发送一个"REPLCONF ACK <offset>"命令。以上的”\n”和"REPLCONF”命令都是从节点向主节点发送的心跳消息。

主节点每隔一段时间，也会向从节点发送”PING”命令，以及换行符”\n”。这是主节点向从节点发送的心跳消息。

主从节点收到对方发来的消息后，都会更新一个时间戳。双方都会定时检查各自时间戳的最后更新时间。这样，当主从节点间长时间没有交互时，说明网络出现了问题，主从双方都可以探测到该问题，从而断开连接；

以上这些探测功能就是在定时执行的函数replicationCron中实现的，该函数每隔1秒钟调用一次。该函数的代码如下：

void replicationCron**(**void**)** **{**

static long long replication\_cron\_loops **=** 0**;**

*/\* Non blocking connection timeout? \*/*

**if** **(**server**.**masterhost **&&**

**(**server**.**repl\_state **==** REDIS\_REPL\_CONNECTING **||**

slaveIsInHandshakeState**())** **&&**

**(**time**(NULL)-**server**.**repl\_transfer\_lastio**)** **>** server**.**repl\_timeout**)**

**{**

redisLog**(**REDIS\_WARNING**,**"Timeout connecting to the MASTER..."**);**

undoConnectWithMaster**();**

**}**

*/\* Bulk transfer I/O timeout? \*/*

**if** **(**server**.**masterhost **&&** server**.**repl\_state **==** REDIS\_REPL\_TRANSFER **&&**

**(**time**(NULL)-**server**.**repl\_transfer\_lastio**)** **>** server**.**repl\_timeout**)**

**{**

redisLog**(**REDIS\_WARNING**,**"Timeout receiving bulk data from MASTER... If the problem persists try to set the 'repl-timeout' parameter in redis.conf to a larger value."**);**

replicationAbortSyncTransfer**();**

**}**

*/\* Timed out master when we are an already connected slave? \*/*

**if** **(**server**.**masterhost **&&** server**.**repl\_state **==** REDIS\_REPL\_CONNECTED **&&**

**(**time**(NULL)-**server**.**master**->**lastinteraction**)** **>** server**.**repl\_timeout**)**

**{**

redisLog**(**REDIS\_WARNING**,**"MASTER timeout: no data nor PING received..."**);**

freeClient**(**server**.**master**);**

**}**

*/\* Check if we should connect to a MASTER \*/*

**if** **(**server**.**repl\_state **==** REDIS\_REPL\_CONNECT**)** **{**

redisLog**(**REDIS\_NOTICE**,**"Connecting to MASTER %s:%d"**,**

server**.**masterhost**,** server**.**masterport**);**

**if** **(**connectWithMaster**()** **==** REDIS\_OK**)** **{**

redisLog**(**REDIS\_NOTICE**,**"MASTER <-> SLAVE sync started"**);**

**}**

**}**

*/\* Send ACK to master from time to time.*

*\* Note that we do not send periodic acks to masters that don't*

*\* support PSYNC and replication offsets. \*/*

**if** **(**server**.**masterhost **&&** server**.**master **&&**

**!(**server**.**master**->**flags **&** REDIS\_PRE\_PSYNC**))**

replicationSendAck**();**

*/\* If we have attached slaves, PING them from time to time.*

*\* So slaves can implement an explicit timeout to masters, and will*

*\* be able to detect a link disconnection even if the TCP connection*

*\* will not actually go down. \*/*

listIter li**;**

listNode **\***ln**;**

robj **\***ping\_argv**[**1**];**

*/\* First, send PING according to ping\_slave\_period. \*/*

**if** **((**replication\_cron\_loops **%** server**.**repl\_ping\_slave\_period**)** **==** 0**)** **{**

ping\_argv**[**0**]** **=** createStringObject**(**"PING"**,**4**);**

replicationFeedSlaves**(**server**.**slaves**,** server**.**slaveseldb**,**

ping\_argv**,** 1**);**

decrRefCount**(**ping\_argv**[**0**]);**

**}**

*/\* Second, send a newline to all the slaves in pre-synchronization*

*\* stage, that is, slaves waiting for the master to create the RDB file.*

*\* The newline will be ignored by the slave but will refresh the*

*\* last-io timer preventing a timeout. In this case we ignore the*

*\* ping period and refresh the connection once per second since certain*

*\* timeouts are set at a few seconds (example: PSYNC response). \*/*

listRewind**(**server**.**slaves**,&**li**);**

**while((**ln **=** listNext**(&**li**)))** **{**

redisClient **\***slave **=** ln**->**value**;**

**if** **(**slave**->**replstate **==** REDIS\_REPL\_WAIT\_BGSAVE\_START **||**

**(**slave**->**replstate **==** REDIS\_REPL\_WAIT\_BGSAVE\_END **&&**

server**.**rdb\_child\_type **!=** REDIS\_RDB\_CHILD\_TYPE\_SOCKET**))**

**{**

**if** **(**write**(**slave**->**fd**,** "\n"**,** 1**)** **==** **-**1**)** **{**

*/\* Don't worry, it's just a ping. \*/*

**}**

**}**

**}**

*/\* Disconnect timedout slaves. \*/*

**if** **(**listLength**(**server**.**slaves**))** **{**

listIter li**;**

listNode **\***ln**;**

listRewind**(**server**.**slaves**,&**li**);**

**while((**ln **=** listNext**(&**li**)))** **{**

redisClient **\***slave **=** ln**->**value**;**

**if** **(**slave**->**replstate **!=** REDIS\_REPL\_ONLINE**)** **continue;**

**if** **(**slave**->**flags **&** REDIS\_PRE\_PSYNC**)** **continue;**

**if** **((**server**.**unixtime **-** slave**->**repl\_ack\_time**)** **>** server**.**repl\_timeout**)**

**{**

redisLog**(**REDIS\_WARNING**,** "Disconnecting timedout slave: %s"**,**

replicationGetSlaveName**(**slave**));**

freeClient**(**slave**);**

**}**

**}**

**}**

*/\* If we have no attached slaves and there is a replication backlog*

*\* using memory, free it after some (configured) time. \*/*

**if** **(**listLength**(**server**.**slaves**)** **==** 0 **&&** server**.**repl\_backlog\_time\_limit **&&**

server**.**repl\_backlog**)**

**{**

time\_t idle **=** server**.**unixtime **-** server**.**repl\_no\_slaves\_since**;**

**if** **(**idle **>** server**.**repl\_backlog\_time\_limit**)** **{**

freeReplicationBacklog**();**

redisLog**(**REDIS\_NOTICE**,**

"Replication backlog freed after %d seconds "

"without connected slaves."**,**

**(**int**)** server**.**repl\_backlog\_time\_limit**);**

**}**

**}**

*/\* If AOF is disabled and we no longer have attached slaves, we can*

*\* free our Replication Script Cache as there is no need to propagate*

*\* EVALSHA at all. \*/*

**if** **(**listLength**(**server**.**slaves**)** **==** 0 **&&**

server**.**aof\_state **==** REDIS\_AOF\_OFF **&&**

listLength**(**server**.**repl\_scriptcache\_fifo**)** **!=** 0**)**

**{**

replicationScriptCacheFlush**();**

**}**

*/\* If we are using diskless replication and there are slaves waiting*

*\* in WAIT\_BGSAVE\_START state, check if enough seconds elapsed and*

*\* start a BGSAVE.*

*\**

*\* This code is also useful to trigger a BGSAVE if the diskless*

*\* replication was turned off with CONFIG SET, while there were already*

*\* slaves in WAIT\_BGSAVE\_START state. \*/*

**if** **(**server**.**rdb\_child\_pid **==** **-**1 **&&** server**.**aof\_child\_pid **==** **-**1**)** **{**

time\_t idle**,** max\_idle **=** 0**;**

int slaves\_waiting **=** 0**;**

int mincapa **=** **-**1**;**

listNode **\***ln**;**

listIter li**;**

listRewind**(**server**.**slaves**,&**li**);**

**while((**ln **=** listNext**(&**li**)))** **{**

redisClient **\***slave **=** ln**->**value**;**

**if** **(**slave**->**replstate **==** REDIS\_REPL\_WAIT\_BGSAVE\_START**)** **{**

idle **=** server**.**unixtime **-** slave**->**lastinteraction**;**

**if** **(**idle **>** max\_idle**)** max\_idle **=** idle**;**

slaves\_waiting**++;**

mincapa **=** **(**mincapa **==** **-**1**)** **?** slave**->**slave\_capa **:**

**(**mincapa **&** slave**->**slave\_capa**);**

**}**

**}**

**if** **(**slaves\_waiting **&&** max\_idle **>** server**.**repl\_diskless\_sync\_delay**)** **{**

*/\* Start a BGSAVE. Usually with socket target, or with disk target*

*\* if there was a recent socket -> disk config change. \*/*

startBgsaveForReplication**(**mincapa**);**

**}**

**}**

*/\* Refresh the number of slaves with lag <= min-slaves-max-lag. \*/*

refreshGoodSlavesCount**();**

replication\_cron\_loops**++;** */\* Incremented with frequency 1 HZ. \*/*

**}**

server.repl\_timeout属性是用户在配置文件中配置的"repl-timeout"选项的值，表示主从复制期间最大的超时时间，默认为60秒；

从从节点向主节点建链开始，到读取完主节点发来的RDB数据为止，也就是复制状态从REDIS\_REPL\_CONNECTING到REDIS\_REPL\_TRANSFER期间，每当从节点读取到主节点发来的信息后，都会更新server.repl\_transfer\_lastio属性为当时的Unix时间戳；

当从节点处于REDIS\_REPL\_CONNECTING状态或者握手状态时，并且最后一次更新server.repl\_transfer\_lastio的时间已经超过了最大超时时间，则调用函数undoConnectWithMaster，断开与主节点间的连接；

当从节点处于REDIS\_REPL\_TRANSFER状态（接收RDB数据），并且最后一次更新server.repl\_transfer\_lastio的时间已经超过了最大超时时间，则调用函数replicationAbortSyncTransfer，终止本次复制过程；

在读取客户端发来的消息的函数readQueryFromClient中，每次从socket描述符上读取到数据后，就会更新客户端结构中的lastinteraction属性。

因此，当从节点处于REDIS\_REPL\_CONNECTED状态时（命令传播阶段），如果最后一次更新server.master->lastinteractio的时间已经超过了最大超时时间，则调用函数freeClient，断开与主节点间的连接；

以上就是从节点探测网络是否连通的方法；

如果当前从节点的复制状态为REDIS\_REPL\_CONNECT，则调用connectWithMaster开始向主节点发起建链请求。从节点收到客户端发来的”SLAVEOF”命令，或从节点实例启动，从配置文件中读取到了"slaveof"选项后，就将复制状态置为REDIS\_REPL\_CONNECT，而在此处开始向主节点发起TCP建链；

如果当前从节点的server.master属性已配置好，说明该从节点已处于REDIS\_REPL\_CONNECTED状态，并且主节点支持PSYNC命令的情况下，调用函数replicationSendAck向主节点发送"REPLCONF ACK <offset>"消息，这就是从节点向主节点发送心跳消息；

主节点每隔一定时间也会向从节点发送心跳消息，以使从节点可以更新属性server.repl\_transfer\_lastio的值。

首先是每隔server.repl\_ping\_slave\_period秒，向从节点输出缓存以及积压队列中追加"PING"命令；

然后就是轮训列表server.slaves，对于处于REDIS\_REPL\_WAIT\_BGSAVE\_START状态的从节点，或者处于REDIS\_REPL\_WAIT\_BGSAVE\_END状态的从节点，且当目前是无硬盘复制的RDB转储时，直接调用write向从节点发送一个换行符；

当主节点将从节点的复制状态置为REDIS\_REPL\_ONLINE后，每当收到从节点发来的换行符"\n"（从节点加载RDB数据时发送）或者"REPLCONF ACK <offset>"信息时，就会更新该从节点客户端的repl\_ack\_time属性。

因此，主节点轮训server.slaves列表，如果其中的某个从节点的repl\_ack\_time属性的最近一次的更新时间，已经超过了最大超时时间，则调用函数freeClient，断开与从节点间的连接；

以上就是主节点探测网络是否连通的方法；

在freeClient函数中，每当释放了一个从节点客户端后，都会判断列表server.slaves当前长度，如果其长度为0，说明该主节点已经没有连接的从节点了，因此就会设置属性server.repl\_no\_slaves\_since为当时的时间戳；

server.repl\_backlog\_time\_limit属性值表示当主节点没有从节点连接时，积压队列最长的存活时间，该值默认为1个小时。

因此，如果主节点当前已没有从节点连接，并且配置了server.repl\_backlog\_time\_limit属性值，并且积压队列还存在的情况下，则判断属性server.repl\_no\_slaves\_since最近一次更新时间是否已经超过配置的server.repl\_backlog\_time\_limit属性值，若已超过，则调用freeReplicationBacklog释放积压队列；

如果主节点当前已没有从节点连接，并且Redis实例关闭了AOF功能，并且列表server.repl\_scriptcache\_fifo的长度非0，则调用函数replicationScriptCacheFlush；

之前在函数syncCommand中介绍过，如果当前没有进行RDB数据转储，则当支持无硬盘复制的RDB数据的从节点的"PSYNC"命令到来时，并非立即启动BGSAVE操作，而是等待一段时间再开始。这是因为无硬盘复制的RDB数据无法复用，Redis通过这种方式来等待更多的从节点到来，从而减少执行BGSAVE操作的次数；

配置文件中"repl-diskless-sync-delay"选项的值，记录在server.repl\_diskless\_sync\_delay中，该值就是主节点等待的最大时间。

因此，轮训列表server.slaves，针对其中处于REDIS\_REPL\_WAIT\_BGSAVE\_START状态的从节点，得到这些从节点的空闲时间的最大值max\_idle，以及能力的最小值mincapa；

轮训完之后，如果max\_idle大于选项server.repl\_diskless\_sync\_delay的值，则以参数mincapa调用函数startBgsaveForReplication，开始BGSAVE操作；

最后，调用refreshGoodSlavesCount，更新当前状态正常的从节点数量。

**五：min-slaves选项**

Redis主节点可以配置"min-slaves-to-write"和"min-slaves-max-lag"两个选项用于防止主节点在不安全的情况下执行写命令。

这两个选项的意义在于：如果从节点与主节点的最后交互时间，距离当前时间小于"min-slaves-max-lag"的值，则认为该从节点状态是连接的。主节点定时计算当前状态为连接的从节点数目，如果该数目小于"min-slaves-to-write"的值，则主节点拒绝执行写数据库的命令。

计算当前状态为连接的从节点数目，是通过函数refreshGoodSlavesCount实现的。该函数会在定时函数replicationCron中调用，也就是每隔1秒就会调用一次。该函数的代码如下：

void refreshGoodSlavesCount**(**void**)** **{**

listIter li**;**

listNode **\***ln**;**

int good **=** 0**;**

**if** **(!**server**.**repl\_min\_slaves\_to\_write **||**

**!**server**.**repl\_min\_slaves\_max\_lag**)** **return;**

listRewind**(**server**.**slaves**,&**li**);**

**while((**ln **=** listNext**(&**li**)))** **{**

redisClient **\***slave **=** ln**->**value**;**

time\_t lag **=** server**.**unixtime **-** slave**->**repl\_ack\_time**;**

**if** **(**slave**->**replstate **==** REDIS\_REPL\_ONLINE **&&**

lag **<=** server**.**repl\_min\_slaves\_max\_lag**)** good**++;**

**}**

server**.**repl\_good\_slaves\_count **=** good**;**

**}**

从节点的复制状态为REDIS\_REPL\_ONLINE之后，主节点收到从节点发来的”REPLCONF ACK <offset>”命令时，就会更新该从节点客户端repl\_ack\_time属性，以此属性判断从节点与主节点的最后交互时间。

该函数中，如果没有配置server.repl\_min\_slaves\_to\_write或者server.repl\_min\_slaves\_max\_lag，则直接返回；

然后轮训列表server.slaves，针对其中的每个从节点客户端，得到其slave->repl\_ack\_time属性与当前时间的差值，如果该差值小于等于server.repl\_min\_slaves\_max\_lag的值，则说明该从节点状态良好，计数器加1。

最后将状态良好的从节点数目更新到server.repl\_good\_slaves\_count中。

在处理客户端命令的函数processCommand中，有下面的代码：

/\* Don't accept write commands if there are not enough good slaves and

\* user configured the min-slaves-to-write option. \*/

**if** **(**server**.**masterhost **==** **NULL** **&&**

server**.**repl\_min\_slaves\_to\_write **&&**

server**.**repl\_min\_slaves\_max\_lag **&&**

c**->**cmd**->**flags **&** REDIS\_CMD\_WRITE **&&**

server**.**repl\_good\_slaves\_count **<** server**.**repl\_min\_slaves\_to\_write**)**

**{**

flagTransaction**(**c**);**

addReply**(**c**,** shared**.**noreplicaserr**);**

**return** REDIS\_OK**;**

**}**

因此，只要当前要执行的是写数据库命令，而且server.repl\_good\_slaves\_count的值小于server.repl\_min\_slaves\_to\_write的值，则会回复客户端错误信息，并直接返回而不再处理。

**六：WAIT命令**

WAIT命令是自Redis3.0.0版本开始引入的。客户端发送”WAIT <numslaves>  <timeout>”命令后，会被阻塞。直到以下的两个条件之一发生：

a：在WAIT命令之前的写数据库命令，都已经发给从库，并且至少<numslaves>个从库确认收到了；

b：超时时间 <timeout>（毫秒）到时；

WAIT命令返回时，不管是正常返回，还是超时返回，返回的结果都是已经确认收到WAIT之前的写命令的从节点个数。

注意，如果WATI命令在MULTI事务中执行的，那该命令会立即返回已经确认的从节点个数。

如果timeout置为0，则表示永久等待；

主节点收到客户端发来的WAIT命令后，调用waitCommand函数处理。该函数的代码如下：

void waitCommand**(**redisClient **\***c**)** **{**

mstime\_t timeout**;**

long numreplicas**,** ackreplicas**;**

long long offset **=** c**->**woff**;**

*/\* Argument parsing. \*/*

**if** **(**getLongFromObjectOrReply**(**c**,**c**->**argv**[**1**],&**numreplicas**,NULL)** **!=** REDIS\_OK**)**

**return;**

**if** **(**getTimeoutFromObjectOrReply**(**c**,**c**->**argv**[**2**],&**timeout**,**UNIT\_MILLISECONDS**)**

**!=** REDIS\_OK**)** **return;**

*/\* First try without blocking at all. \*/*

ackreplicas **=** replicationCountAcksByOffset**(**c**->**woff**);**

**if** **(**ackreplicas **>=** numreplicas **||** c**->**flags **&** REDIS\_MULTI**)** **{**

addReplyLongLong**(**c**,**ackreplicas**);**

**return;**

**}**

*/\* Otherwise block the client and put it into our list of clients*

*\* waiting for ack from slaves. \*/*

c**->**bpop**.**timeout **=** timeout**;**

c**->**bpop**.**reploffset **=** offset**;**

c**->**bpop**.**numreplicas **=** numreplicas**;**

listAddNodeTail**(**server**.**clients\_waiting\_acks**,**c**);**

blockClient**(**c**,**REDIS\_BLOCKED\_WAIT**);**

*/\* Make sure that the server will send an ACK request to all the slaves*

*\* before returning to the event loop. \*/*

replicationRequestAckFromSlaves**();**

**}**

每当客户端的命令被处理后（在processCommand中，调用call函数之后），都会更新c->woff的值为当时的复制偏移量server.master\_repl\_offset，因此，只要从节点客户端的slave->repl\_ack\_off属性大于该值，就说明该从节点已经确认了WAIT之前的写命令；

函数中，首先从命令参数中取出numreplicas和timeout；注意，命令参数中的<timeout>是个相对毫秒值，比如3000等；而这里取出的timeout，会被转换为绝对时间戳；

接着调用replicationCountAcksByOffset函数，得到当前已经发送来确认的从节点个数ackreplicas；如果ackreplicas大于等于numreplicas，或者当前客户端正在执行MULTI事务处理，则立即返回给客户端ackreplicas信息，并返回；

其他情况下，将WAIT命令参数，以及offset记录到c->bpop中。然后将该客户端追加到列表server.clients\_waiting\_acks中；并调用函数blockClient，将客户端标志位阻塞的；

最后，调用replicationRequestAckFromSlaves，置标志位server.get\_ack\_from\_slaves为1：

c**->**bpop**.**timeout **=** timeout**;**

c**->**bpop**.**reploffset **=** offset**;**

c**->**bpop**.**numreplicas **=** numreplicas**;**

listAddNodeTail**(**server**.**clients\_waiting\_acks**,**c**);**

blockClient**(**c**,**REDIS\_BLOCKED\_WAIT**);**

*/\* Make sure that the server will send an ACK request to all the slaves*

*\* before returning to the event loop. \*/*

replicationRequestAckFromSlaves**();**

1：超时检查

在定时执行的函数clientsCronHandleTimeout中，会检查客户端的c->bpop.timeout属性，一旦客户端的bpop.timeout属性小于当前时间戳，说明该客户端的WAIT超时时间到时了，因此会调用replyToBlockedClientTimedOut，向客户端返回当前已发来WAIT确认的从节点个数，并调用unblockClient解除该客户端的阻塞。

2：确认检查

将server.get\_ack\_from\_slaves属性置为1后，在每次事件处理函数aeProcessEvents调用之前，都会调用的beforeSleep函数中，判断该属性为1后，就会调用函数replicationFeedSlaves，向所有从节点的输出缓存中，以及积压队列中，追加命令"REPLCONF GETACK \*"，也就是相当于向从节点发送该命令，然后置server.get\_ack\_from\_slaves为0。从节点收到该命令后，就会向主节点返回"REPLCONF GETACK <offset>"命令。

beforeSleep中，该部分代码如下：

/\* Send all the slaves an ACK request if at least one client blocked

\* during the previous event loop iteration. \*/

**if** **(**server**.**get\_ack\_from\_slaves**)** **{**

robj **\***argv**[**3**];**

argv**[**0**]** **=** createStringObject**(**"REPLCONF"**,**8**);**

argv**[**1**]** **=** createStringObject**(**"GETACK"**,**6**);**

argv**[**2**]** **=** createStringObject**(**"\*"**,**1**);** */\* Not used argument. \*/*

replicationFeedSlaves**(**server**.**slaves**,** server**.**slaveseldb**,** argv**,** 3**);**

decrRefCount**(**argv**[**0**]);**

decrRefCount**(**argv**[**1**]);**

decrRefCount**(**argv**[**2**]);**

server**.**get\_ack\_from\_slaves **=** 0**;**

**}**

*/\* Unblock all the clients blocked for synchronous replication*

*\* in WAIT. \*/*

**if** **(**listLength**(**server**.**clients\_waiting\_acks**))**

processClientsWaitingReplicas**();**

*/\* Try to process pending commands for clients that were just unblocked. \*/*

**if** **(**listLength**(**server**.**unblocked\_clients**))**

processUnblockedClients**();**

在beforeSleep中，只要列表server.clients\_waiting\_acks不为空，就调用函数processClientsWaitingReplicas，找到哪些因WAIT而阻塞的客户端可以解除阻塞了。函数processClientsWaitingReplicas的代码如下：

void processClientsWaitingReplicas**(**void**)** **{**

long long last\_offset **=** 0**;**

int last\_numreplicas **=** 0**;**

listIter li**;**

listNode **\***ln**;**

listRewind**(**server**.**clients\_waiting\_acks**,&**li**);**

**while((**ln **=** listNext**(&**li**)))** **{**

redisClient **\***c **=** ln**->**value**;**

*/\* Every time we find a client that is satisfied for a given*

*\* offset and number of replicas, we remember it so the next client*

*\* may be unblocked without calling replicationCountAcksByOffset()*

*\* if the requested offset / replicas were equal or less. \*/*

**if** **(**last\_offset **&&** last\_offset **>** c**->**bpop**.**reploffset **&&**

last\_numreplicas **>** c**->**bpop**.**numreplicas**)**

**{**

unblockClient**(**c**);**

addReplyLongLong**(**c**,**last\_numreplicas**);**

**}** **else** **{**

int numreplicas **=** replicationCountAcksByOffset**(**c**->**bpop**.**reploffset**);**

**if** **(**numreplicas **>=** c**->**bpop**.**numreplicas**)** **{**

last\_offset **=** c**->**bpop**.**reploffset**;**

last\_numreplicas **=** numreplicas**;**

unblockClient**(**c**);**

addReplyLongLong**(**c**,**numreplicas**);**

**}**

**}**

**}**

**}**

轮训列表server.clients\_waiting\_acks，针对其中的每一个客户端：

调用replicationCountAcksByOffset函数，得到当前复制偏移量大于c->bpop.reploffset的从节点个数numreplicas，如果numreplicas大于该客户端的c->bpop.numreplicas属性，说明该客户端的WAIT命令可以接触阻塞了，因此调用unblockClient解除该客户端的阻塞，并回复给该客户端numreplicas信息；

并且，将numreplicas记录到last\_numreplicas中，将刚接触阻塞的客户端的c->bpop.reploffset属性记录到last\_offset中。这样，当后续轮训其他客户端时，只要last\_numreplicas大于该客户端的c->bpop.numreplicas，并且last\_offset大于客户端的c->bpop.reploffset，说明该客户端也满足解除WAIT阻塞的条件，因此可以无需调用replicationCountAcksByOffset函数，而直接调用unblockClient解除该客户端的阻塞，并回复给该客户端numreplicas信息。

主从复制相关的代码注释，可以参考：

https://github.com/gqtc/redis-3.0.5/blob/master/redis-3.0.5/src/replication.c