**Title**: Social Interaction Detection

**Team Members**: Grace Lee (gwl442), Hsiao-Yuan Chen

**Description**:

**Training Data**: 15 to 20 per class, 3 to 5 minutes each

* A person talking alone (reading a passage)
* 2 or more people chatting
* Talking on the phone
* Talking to a child (we are unable to collect this ourselves)
* Giving a lecture (use Zoom videos from class)
* Eating together
* Arguing

As our team members are bilingual/trilingual, we aim to collect and create training data that encompass more than a single language.

**Motivation**:

The difficulty in the project lies in the fact that every one of these audios has people talking in it. Unlike Assignment 2, where the difference between each class was large, here the difference is way more subtle.

This is interesting because humans can easily recognize whether the audio is of 2 people chatting or of people arguing, but to our best knowledge, Voice Activity Detection (or Speech Detection) can only detect whether human voices are present.

**Contribution**:

* We propose to utilize audio (and audio only) to classify social interaction. Since only audio is needed (no visual recognition is involved), privacy is protected.
* We demonstrate the difference between a training set with only one language, and a richer training set with multiple languages.

**Description of previous research in the area** (with references)

In previous work, this problem was solved using audio alongside with other sensors. Their weakness, their strength. We are different because we used [device] blahblahblah

One shortcoming of next2me is that it is not designed for activities in short time( less than 5 minutes), but short time social interaction can be important sometimes, but using next2me, this kind of information may not be captured.

The advantage of it is that it works well even when the phone is in pocket. In addition, it use wifi and audio to fulfill its goal and these two resources are more privacy-sensitive than images. However, wifi may still leak some extra information. It may be better if we can make this through audio only.

**Resources you may need** (in terms of hardware, software, etc)

* Smart Phone

**Expected timeline**

*Today~11/1* Finish collecting all data (training + testing). We need at least 140 different audio recordings, so we need to collect an average of 14 per day.

*11/2~11/7* Finish first draft of the code

11/8~11/14 Experiment with different features. May need to collect more data if necessary.

11/15~11/24 Buffer

11/25~11/29 Work on presentation

11/30 Presentation

12/7 Web Page
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