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**Abstract**

*This study examines the increasing censorship of books in Florida, identifying key themes among banned books using text mining methodologies. By employing term frequency (TF), TF-IDF, n-grams, dictionary-based analysis, and machine learning classification, this research aims to uncover the socio-political motivations behind book banning practices. The analysis compares Florida’s banned books with those from Iowa to identify regional censorship trends. This study also investigates the role of demographic patterns in book censorship, particularly the impact on authors from marginalized communities. The findings provide insights into the broader implications of book bans on intellectual freedom, educational equity, and the politicization of literature. By leveraging computational text analysis, this research contributes to the ongoing discourse on censorship, power, and the control of narratives in contemporary society.*
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# 1. Introduction

Book banning has become an increasingly pressing issue across the United States, with Florida standing out as a focal point for literary censorship in educational institutions. This phenomenon reflects deeper ideological struggles over access to information, identity representation, and political discourse. Throughout history, book bans have served as mechanisms for controlling narratives, limiting exposure to controversial ideas, and reinforcing dominant social ideologies. The 2021–2022 school year saw an unprecedented rise in book challenges, prompting widespread debate about intellectual freedom, educational equity, and the role of politics in shaping curriculum decisions (Goncalves et al., 2024). This study aims to examine the themes of banned books in Florida, identifying recurring patterns of censorship and assessing their broader implications. By analyzing the justifications for book bans and exploring their sociopolitical contexts, this research seeks to contribute to the ongoing discourse on censorship, education, and democratic access to diverse perspectives.

# 2. Problem Statement

The problem is that there is a significant research gap in how book censorship is analyzed. While thematic analysis offers insight to the most dangerous trend – judging a book by its cover and discovering the reasons why banned books are often banned or objected to before they even leave the shelves, there is a limited amount of research connecting the cover themes and summaries to the textually analyzed themes between the covers. Decisions to ban are frequently based on the cover text, including the title, summary, and keywords that appear on the front or back cover raising critical concerns about the motivations behind censorship and how superficial judgments dictate access to literature. This project aims for a full textual analysis that can provide insight into the themes of banned books and compare them to those in the summary and online, shedding light on linkage between the themes that may cause many of these books to be banned without ever being read.

Book bans have become a widespread phenomenon in the United States, with Florida emerging as a critical battleground for literary censorship. The issue extends beyond the removal of individual books; it reflects deeper ideological conflicts regarding race, gender identity, and historical narratives in education. Knox (2020) highlights that book bans often suppress perspectives that challenge dominant cultural norms, reinforcing systemic inequalities. Lycke and Lucey (2018) argue that such censorship limits students’ ability to engage critically with democratic principles, reducing their exposure to diverse viewpoints. Florida’s censorship policies have disproportionately targeted works by authors of color and LGBTQ+ themes, raising concerns about the erasure of marginalized voices in educational settings (Goncalves et al., 2024).

This study seeks to address this research gap by identifying the keywords and themes that trigger book bans before the books are even opened. Using text mining methodologies, this project will analyze patterns in book descriptions to determine the linguistic elements most associated with censorship decisions. By shedding light on the role of superficial language in book bans, this research will contribute to the broader discourse on intellectual freedom, educational equity, and the sociopolitical mechanisms behind literary censorship.

**3. Purpose Statement**

The purpose of this research is to conduct a textual analysis of Florida’s banned books to identify thematic trends in censorship and explore the socio-political motivations behind these restrictions. By leveraging text mining methodologies, this study will systematically categorize recurring themes in descriptions and summaries of banned books and assess how these themes align with broader discussions on censorship, anti-intellectualism, and political mobilization. This research aims to provide empirical insights into the narratives that are being systematically excluded and to contribute to the broader discourse on intellectual freedom and educational equity.

# 4. Conceptual Framework

This study draws upon theories of censorship, political sociology, and critical pedagogy to examine the phenomenon of book banning. The analysis considers the themes of banned books, focusing on recurring topics such as race, gender identity, historical accuracy, and political ideology. These themes often reflect broader societal tensions, revealing how censorship operates as a means of controlling discourse and restricting access to certain narratives. Furthermore, the study investigates the stated justifications for banning books, which include reasons provided by school boards, policymakers, and parents. These justifications often cite concerns about age-appropriateness, offensive language, or controversial subject matter, yet they may mask underlying ideological motives. Additionally, the study examines demographic patterns, analyzing the identities of authors and the targeted readership of banned books. A significant proportion of censored works are authored by individuals from marginalized communities, suggesting that book bans disproportionately impact diverse voices. Lastly, this research explores the political and social contexts that influence book banning trends at both local and state levels, considering the role of legislative policies, community activism, and political affiliations in shaping censorship practices. By understanding these dynamics, this study seeks to provide a comprehensive perspective on the intersection of literature, power, and societal control.

# 6. Methodology

To systematically analyze the themes of Florida’s banned books, this study employs text mining and machine learning techniques. The following methodologies will be used:

* **Key Word Frequency (TF/TF\*IDF)** – Individual words from book descriptions will be analyzed using Term Frequency (TF) and Term Frequency-Inverse Document Frequency (TF\*IDF) to identify the most prominent terms while correcting for any commonly used words to prevent inadvertent data skewness.
* **Key Phrase Frequency** – Bigrams (N-grams) will be used to detect frequent multi-word phrases within book descriptions.
* **Subgroup Comparisons** – A comparative analysis will be conducted between banned books in Florida and those in Iowa to identify regional differences in censorship patterns.
* **Dictionary-Based Analysis** – A dictionary will be developed in R to categorize and interpret themes based on their frequency of appearance.
* **Classification Model** – A machine learning classification model will be trained to predict whether a book is likely to be banned based on its description, using features extracted from text analysis.

# 7. Research Questions

Understanding the underlying themes and patterns of book censorship is crucial for framing this analysis. By examining linguistic trends in banned book descriptions, this study will uncover recurring motifs that may indicate broader sociopolitical influences on censorship decisions.

* How do TF/TF\*IDF measures highlight key themes in censored books compared to non-censored books?
* How do the themes of banned books in Florida compare to those in Iowa, and what regional differences emerge from this comparison?
* How do the stated justifications for banning books align with the actual themes detected through text analysis?
* What textual characteristics are most predictive of a book being banned?

# 8. Data Collection

8.1 **Data Types**

This study uses two primary types of textual data: full-text book content and thematic metadata. The full-text data comprises books that have been banned in Florida and Iowa, sourced from the public domain repository, Project Gutenberg. These texts provide the raw material for computational analysis, allowing for comparisons of linguistic structures, themes, and keyword frequencies. In addition to full-text analysis, thematic metadata is collected from Google Books. This metadata includes assigned themes, genres, and summary descriptions, providing additional context for understanding the reasons behind book censorship. The combination of these data sources enables a comprehensive investigation into censorship trends, allowing for statistical and machine learning-based text analysis.

**8.2 Data Description**

The dataset consists of 20 books, with 10 books selected from each state’s banned books list. The books from Florida include Wuthering Heights, The Taming of the Shrew, Helen of Troy, Leonardo Da Vinci, The Road, The Pirate, The Dark Tower, Redeemed, Monster, and The Heir. Similarly, the Iowa dataset contains The Picture of Dorian Gray, The Talisman, The Great Return, Smoke, The Best Man, Glass, Redeemed, The Bridge, Monster, and Dead End. The selected titles represent a mix of classic literature, contemporary fiction, and young adult novels, reflecting diverse genres and themes. This sample allows for a comparative analysis of censorship patterns across different literary styles and subject matters.

The textual data has been assigned to two data frames: ia\_book\_texts\_df for the Iowa books and fl\_book\_texts\_df for the Florida books. These structured datasets facilitate preprocessing tasks such as tokenization, keyword extraction, and machine learning classification. The thematic metadata from Google Books will be assigned to corresponding variables, creating a structured representation of the books' themes for further analysis.

**8.3 Data Retrieval Process**

The full-text books were obtained from the Project Gutenberg library using the gutenbergr package in R, which allows for seamless access to public domain texts. Initially, an attempt was made to retrieve a completely random sample, but due to limitations in full-text availability, the selection process was adjusted to include only books from each state’s banned books list that were available in the library[[1]](#footnote-1). Six out of the twenty books were retrieved directly using gutenbergr, while the remaining fourteen required custom functions to scrape the texts directly from the Project Gutenberg website. This additional step introduces complexities in data cleaning but ultimately enhances the analysis by providing a more comprehensive dataset.

Each book was retrieved using its unique Gutenberg ID and stored in data frames, one for Florida (fl\_book\_texts\_df) and one for Iowa (ia\_book\_texts\_df). The next step in the process is data cleaning, which will involve several key tasks to ensure the dataset is structured and ready for computational analysis. This includes removing HTML spacing left over from direct web downloads, eliminating unnecessary whitespace, stripping chapter numbers and labels, and filtering out stopwords, punctuation, and other extraneous symbols that could distort the analysis.

Additionally, once the initial cleaning is complete, further preprocessing steps will be applied. This includes normalizing text formatting to maintain consistency across all documents, converting all words to lowercase to standardize frequency counts, and segmenting sentences to ensure optimal phrase extraction. After these transformations, trigram vectors will be generated to capture meaningful three-word sequences, allowing for deeper thematic exploration. Furthermore, term frequency and inverse document frequency calculations will be performed to determine the significance of specific words within each dataset.

By following this structured approach to data preparation, the study will ensure that the dataset is well-processed for subsequent machine learning applications, leading to more accurate insights into censorship patterns and textual analysis.

The thematic metadata is being sourced from Google Books through its API. The metadata retrieval involves searching for each book title, extracting key information such as genre, assigned themes, and brief descriptions. This data will be cleaned and structured to align with the book text data for integrated analysis. By combining full-text analysis with thematic categorization, this dataset will enable a robust exploration of censorship patterns and the socio-political factors influencing book bans.
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