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# 毕业设计（论文）选题的内容

在当今现代世界中，我们正遭受数据过载的困扰，公司经常收集有关客户反馈，购物行为等方面的大量数据。公司可以通过以下方式灵活地更改其数字资料，产品或服务，以最适合新市场和客户：分析这些数据。 但是，对于任何人来说，在没有任何错误或偏见的情况下，仍然很难手动解释它。情感分析是一种评估一段文字或文字是肯定的，否定的还是中立的方法。 情绪分析使跨国公司的数据分析人员能够评估公众情绪和产品感知，并考虑消费者的感知。

社交平台每天产生海量的文本数据，其中包含了丰富的价值信息，对其进行文本情感分析，有利于企业精准营销和消费者了解商品信息等。本课题主要基于目前主流的深度学习技术和Web技术，研究与实现一个基于深度学习的文本情感分析系统。

# 研究方案

* 1. 本选题的主要任务

了解文本情感分析领域背景知识，了解国内外技术发展趋势，理解其对环境以及社会可持续发展的影响，理解相关行业的政策和法律法规；

在指导教师指导下阅读国内外文献和自学相关知识，对基于深度学习的文本情感分析系统进行研究和实现。

主要包括：

1）深度学习算法模块：基于主流深度学习算法，训练文本情感分析模块；

2）服务器模块：接受前端请求，调用深度学习算法模块，并返回结果；

3）前端模块：用户交互；

* 1. 技术方案的分析、选择

1. 数据收集：

Twitter US Airline Sentiment数据集：是Twitter上美国航空公司情绪数据集 (Twitter US Airline Sentiment)，自 2015 年 2 月以来美国航空公司的 Twitter 数据，分类为正面、负面和中性推文。我们可以从github或者kaggle比赛官方网站进行下载。

1. 分析

我们本论文中将构建一个深度学习模型，将文本分类为否定或肯定。流程上，也会进行传统机器学习方法的探索和尝试，进行对比。

C． 流程

探索数据、预处理数据，对数据处理后，接下来开始训练模型、评估模型，然后优化模型等步骤。

下载好数据以后，一般不会急于创建模型、训练模型，在这之前，需要对数据、对需求或机器学习的目标进行分析，尤其对数据进行一些必要的探索，如了解数据的大致结构、数据量、各特征的统计信息、整个数据质量情况、数据的分布情况等。为了更好体现数据分布情况，数据可视化是一个不错方法。

这一块主要考虑可视化、统计各列和结果的相关性热力图等方法。

通过对数据探索后，可能发现不少问题：如存在缺失数据、数据不规范、数据分布不均衡、存在奇异数据、有很多非数值数据、存在很多无关或不重要的数据等等。这些问题的存在直接影响数据质量，为此，数据预处理工作应该就是接下来的重点工作，数据预处理是机器学习过程中必不可少的重要步骤，特别是在生产环境中的机器学习，数据往往是原始、为加工和处理过，数据预处理常常占据整个机器学习过程的大部分时间。

在模型选择时，一般不存在某种对任何情况都表现很好的算法（这种现象又称为没有免费的午餐）。因此在实际选择时，一般会选用几种不同方法来训练模型，然后比较它们的性能，从中选择最优的这个。当然，在比较不同模型之前，我们需要先确认衡量性能的指标，对分类问题常用的是准确率，对回归连续性目标值问题一般采用误差来评估。训练模型前，一般会把数据集分为训练集和测试集，或对训练集再细分为训练集和验证集，从而对模型的泛化能力进行评估。这一块我们会重点考察探索传统机器学习[K最近邻](http://telecom%20industry%20customer%20churn%20prediction%20with%20k%20nearest%20neighbor/)算法和深度学习算法LSTM来考虑时序的影响。

使用训练数据构建模型后，通常使用测试数据对模型进行测试，测试模型对新数据的测试。如果我们对模型的测试结果满意，就可以用此模型对以后的进行预测；如果我们测试结果不满意，我们可以优化模型，优化的方法很多，其中网格搜索参数是一种有效方法，当然我们也可以采用手工调节参数等方法。如果出现过拟合，尤其是回归类问题，我们可以考虑正则化方法来降低模型的泛化误差

d.训练模型的工程化和服务化

完成模型的尽力获取理想的效果，因而再额外花时间和精力确定合适的计算资源和架构，试图在不同的生产环境下大规模复现模型并实现相同的效果，是一件需要周密计划的任务。创建API：等模型可以打包入 API 时，就可以根据需求用 Flask创建 API、理想状态下，你必须创建 REST式的 API，因为这样有助于分离客户端和服务器，也能优化可见性、可靠性和可扩展性。要做一个全面的测试，确保模型响应 API 的正确预测。

Web服务器：现在是时候为你创建的 API 测试 web 服务器了。如果你是用 Flask 创建的 API，Gunicorn/Apache/Nginx 是个不错的选择。

前端通过vue和bootstrap编写好web UI，和后台api进行交互。

* 1. 实施技术方案所需的条件

数据分析端

Tensorflow version 1.15.0 or higher with Keras API

Pandas

Numpy

后端：

Flask

Apache or nginx

前端：

Bootstrap

Vue

D3.js

* 1. 存在的主要问题 技术关键

数据探索、特征列选取，模型的调优和防止过拟合等方面

* 1. 预期能够达到的研究目标

情感分析是确定语言是正面，负面还是中立情绪的过程。分析客户的情绪对企业有很多好处。 例如公司可以根据情感过滤客户反馈，以识别他们需要改进的服务。公司可以通过监视客户撰写有关其产品的评论的情绪来轻松管理其在线声誉。

# 课题计划进度表

毕业进度安排：

* 1-2周：学习相关理论，熟悉开发环境
* 3-4周：系统设计
* 5-7周：深度学习算法模块实现
* 8-10周：服务器模块实现
* 11-12周：前端模块实现
* 13-15周：完成毕业论文，提交软件及相关文档
* 1-15周：外文翻译
* 1-15周：毕业论文

# 参考文献

外文翻译要求

外文资料应与课题相关，且在3年以内，内容应相对完整，避免取长论文的部分段落。
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