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# Introduction

Bike sharing systems tend to expands in many cities. However cities tries to build bike sharing systems where bike would be always available in station. Indeed, people usually commute to the same regions at the same time so some station could be empty and the service unavailable. To solve this problem, we want to move bikes at a good place and time to respond to the demand. So we think about using artificial intelligence to predict when and where regions of Montréal would be empty of bike. So we can bring bikes in this region. A kaggle competition exist on this issue and we subscribe to this competition. To use machine learning we have data on which we going to train our systems. But this data means nothing before processing and some of data are maybe useless. So in this paper we going to explain how we process training and testing data before using this processed data in a neuronal network that we are going to described.

# Data

## Selecting a Template (Heading 2)

We use the data find on kaggle. We have access to a csv file that is composed of 15 columns: date/hour, temperature (°C), drew point (°C), relative humidity (%), wind direction (10s deg), wind speed (km/h), visibility (km), visibility indicator, pressure at the station (kPa), hmdx, wind chill, weather, public holiday, station code, withdrawals and volume. All this information are on different format that we need to uniform to work on. The result of the data process should be an output able to be the input of a neural network like an array of float. We choose to use the library numpy to work with array because there are a lot of function and method implement with numpy and numpy is conform to tensorflow (the library we use for the neural network, we explain our choice of this library on the paragraph on the neural network.). In our data we have string, date, float and int. When we load data, the float are not in the good format to be process so we change it. Like we change the format of date. For the date and hour we decide to take into account the day (and after if we were in week end or not) and we divide the day in 7 time period for the hour. So we obtain as processed data of Date/Hour, a one hot vector of length 14 (then 9). There are different other feature that we transform in one hot vector: the wind direction that we divide in a one hot vector of length 4, the pressure was transform in a one hot vector of length 5. We decide to change the pressure in one vector because we think to be interest in the fact of heavy weather or not. Of course we can’t keep the station code as the way it was: we have just the station id but no information about his location and we think that the location of the station matters. So we divide Montréal in [nombre de polygone] and we do a one hot vector of length [nombre de polygone]. After we have function to know in which polygone is the station of the data row. The features "Temperature (°C)", "Drew point (°C)", "Relativite humidity (%)", "Wind speed (km/h)", "Visibility (km)", "hmdx" was normalize to have the possibility of work with this data which have different scale. We have made one function to know the percentage of non-value in a column and we note that some column are almost empty so we don’t use this column in our data mining. The columns are: [Colonne que l’on a supprimé]. The training data and the testing data need to be train in the same way: that means that even if the columns of test data are not in the same order that columns of train data, our transformed data of testing and training need to have the same header with the corresponding column. So we worked a lot with header to know where which information is. To execute the processing data, we just have to do:

data = Data(True, train\_filename)

That process the training data.

data.test\_traitement(True, test\_filename)

That process the testing data.

Of course this line of code are in the main function, as explain in the Readme, we just to need to execute model.py with the good argument to have the predicted data.

# Model

We decide to use keras from tensorflow because it is a library that all the members of team know and that’s an easy library to use. So we want to do a binary classifier. We made a Model class which implement two important things: the reduction and the classifier. After transforming our data in one hot vector, we obtain lot of feature and we decide to reduce the number of feature. So we use reduction we made a function called define\_reduction, in that way we could change the hyper parameters of the reduction and even the type of reduction (PCA or SVD) by just changing the function define\_reduction. We don’t need to change the other parts of code. A parameter of this function is the number of dimensions that we want after the reduction because PCA and SVD take this parameter as input. So it is our first hyper parameter (hyper\_param\_1). We decide to use SVD for our test thinking that using SVD or PCA doesn’t change the result. The model class contains also a function called define\_classifier\_as\_DeepNN, if we use this function, the classifier of model would be a neural network of at least 3 layers. This function take a list or an array as input parameter that determine the number of layers and the dimension of intermediate layers, it’s our second hyper parameters in case we use a neural network. To execute one model and predict the volume of our testing data we need to execute the few line of code following:

model = Model(data)

model.define\_reduction(hyper\_param\_1)

model.define\_classifier\_as\_DeepNN(hyper\_param\_2)

model.train\_model()

model.test\_model(predict\_filename)

So we can easily test our model and data processing with different hyper parameters. The data of training are really imbalanced so the accuracy is maybe not the best indicator of performance for our system. That why we use the function classification\_report which give the recall and the precision to have more information about our performance. After different test of hyper parameters we decide to use [hyper paramtre 1] as hyper\_param\_1 and [hyper\_parametre 2] as hyper\_param\_2.
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