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1 Problem

An important assumption of software testing is that test outcomes are deterministic: an unmodified test is expected to either always pass or always fail for the same code under test. However, in practice, some tests often called flaky tests that have non-deterministic outcomes, i.e sometimes the test fails and sometimes it passes for the same code version. Such tests undermine the regression testing as they make it difficult to rely on test results. They are common in large systems and are troublesome to the developers. Due to their non-determinism, Flaky tests are hard to reproduce.

We specifically aim to focus on Flaky tests pertaining to UI. We want to perform an extensive study on UI based flaky tests. This study can help guide future research on mitigating flaky tests.

2 Related Work

Flaky failures frequently block and delay releases. Google spends between 2 and 16% of their compute resources re-running flaky tests.[1] There are a few studies on Flaky tests. Luo et al. empirical analysis on flaky tests classified the most common root causes of flaky tests, identify approaches that could manifest flaky behavior, and describe common strategies that developers use to fix flaky tests[2]. They have studied commit logs and for each of the commits ,the author examines it to answer these questions: Is the commit indeed fixing a flaky test?, What is the root cause of the flakiness for the test?, How can the flakiness be manifested? , How is the test fixed?

Although there are a few more studies on flaky tests in industrial setting [3] and automatically detecting flaky tests [4], there are no studies in UI flaky tests. UI tests are important as they are very difficult to automate. They can sometimes be really slow to execute on CI and older machines. It requires some significant effort to build a robust UI testing ecosystem for mobile clients.

The common approaches to deal with flaky tests are: Ignore the test if it passes only one time (declare it passing), remove the test altogether, ignore the results of this test. Flaky tests consume developer time investigating and lead to delayed project releases and waste compute resources re-running to confirm. Many developers adopted (incorrectly) a policy to eliminate it from the test suite. They might be real bugs and it’s risky to ignore them.

3 Study Plan

In order to find flaky tests, we retrieve samples from GitHub repositories. We search through GitHub issues to find examples of UI tests in web projects exhibiting flaky behavior. We search through issues and pull requests for mentions of flaky test fixes using the keywords “flaky”, “ui”, and “test”. We focus on closed issues as these would provide information on how developers resolved the flakiness observed and filter the languages to Kotlin and Swift to focus on mobile UI projects. In the flaky tests from collected issue reports, we look at the root cause of the flakiness, the symptoms caused by the flakiness, the steps to reproduce, the fixes done by the developers, how long it to took to fix the issue, and how many issues were opened on the same underlying root cause.

From these samples, we aim to find characteristics that are particular to flaky UI tests. A few root causes of flaky behaviour in UI tests are due to flaky test environment, flaky test framework and flaky tests [5]. The most predominant root cause for these flaky UI tests involved improper handling of resource loading or timing. These resources can include network resources as well as elements that have not yet been loaded in the page. This resulted in erratic behavior in the tests such as being attempting to click buttons that hadn’t opened yet. Slow UI automation and improper assumption on UI responsiveness also lead to flakiness.

Many of these issues were resolved by refactoring the code to include delays when handling a potentially flaky call. We found that the root cause of the flaky behavior could present a challenge to find and properly fix, with some issues spanning over months to fix. In addition, the flaky nature led some of these issue reports to be closed and reopened in another report as many as five times. Other root causes included platform-specific behavior, cross-platform behavior, stale data, and random data. Platform-specific behavior produces flaky results for different runs in the same platform. Cross-platform behavior causes flaky results due to inconsistencies across different platforms. Flakiness resulting from stale data is the result of improper cleanup of data after a run of the test. UI tests involving random data generation can fail intermittently because of specific characteristics of the data generated for a particular run.

4 Experimental Evaluation

Most of the work would be done manually, but we plan to use GitHub archive queries to automate collection. Our study would detail some of the root causes for UI flaky tests and will help in categorizing them for further study. We shall manifest the flakiness of flaky tests which would help in developing fixing strategies. Also we would provide some common fixes to address flaky UI tests. We aim to provide actionable information about avoiding, detecting, and fixing flaky tests. For evaluation we can connect our findings with other papers whether they are similar results or contradicting results.
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