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# Introduction

With the rapid development of artificial intelligence, particularly LLMs(Large Language models), the capability of understanding and generating language has reached unprecedented levels. From general-purpose chatbots to domain-specific intelligent tools, LLMs have gradually permeated various fields such as education, healthcare, and sports. In competitive sports, the efficient analysis of match data and its transformation into actionable tactical guidance has become a focal point for athletes and coaches [1-4].

In table tennis, a high-intensity and fast-paced sport, data analysis involves not only statistical metrics but also complex rule interpretation and strategic decision-making. However, existing technologies primarily focus on match video analysis and technical statistics, lacking real-time interactive and personalized guidance functionalities [5-6]. How to effectively leverage these technologies to provide intelligent, actionable solutions for match data analysis and training remains an open challenge.

While our previous research has achieved real-time analysis of table tennis match data through multi-camera 3D reconstruction, object detection, and trajectory tracking [unpublished manuscripts], these studies primarily deliver static data without deeper semantic insights or interactive applications. This study aims to explore the integration of LLMs with table tennis match data to create a real-time interactive guidance assistant.

To address the aforementioned challenges, this study introduces a novel framework called Chat Ping Pong Game (ChatPPG), which integrates computer vision and LLM technologies. ChatPPG processes real-time data and generates natural language feedback to provide personalized tactical and training suggestions for table tennis athletes and coaches.

This study makes the following key contributions:

* constructed a domain-specific Q/A dataset for training LLMs, incorporating match statistics, training suggestions, and strategic advice tailored to table tennis.
* leveraged Low-Rank Adaptation of Large Language Models (LoRA) fine-tuning to optimize the LLM for understanding and generating outputs relevant to table tennis scenarios, validating the feasibility of combining LLMs with computer vision for real-time analysis.
* propose an innovative application that transforms traditional data analysis tools into an interactive intelligent assistant, enhancing the interpretability and usability of match data.

# Literature Review

The application of LLMs in sports has rapidly gained traction, demonstrating their potential to analyze complex data and provide actionable insights [4]. In recent years, LLMs have been utilized in areas such as athlete psychology assessment, match data summarization, and tactical optimization. For example, studies have explored the use of LLMs to interpret interview data and provide psychological insights for athletes, as well as to automatically generate post-match reports and tactical analyses. In team sports like football and basketball, these models have also been leveraged to evaluate and optimize strategic setups [7-10]. However, despite their success in these domains, the integration of LLMs into fast-paced individual sports such as table tennis remains underexplored. This gap underscores the need for innovative approaches to harness the capabilities of LLMs in providing real-time, actionable guidance for players and coaches.

In table tennis, the use of CV(Computer Vision) technologies has led to significant advancements in data collection and analysis, particularly for a sport characterized by its high speed and small object size. Multi-camera 3D reconstruction techniques have enabled precise tracking of athlete movements, generating heatmaps to evaluate court coverage and activity distribution [11]. Similarly, pose estimation tools like MediaPipe have been applied to analyze technical actions, offering insights into areas such as stroke mechanics and footwork [12]. Furthermore, rule compliance detection systems utilizing object detection algorithms have shown promise in evaluating service legality by analyzing parameters such as toss height and hand positioning. Building on these developments, our prior studies laid a solid foundation for table tennis data analysis. The first study introduced a real-time system for analyzing player movements and actions, providing data on speed, action frequency, and court coverage. The second study developed a framework for detecting service rule violations, offering precise feedback on foul types and their occurrences. While effective for statistical analysis, these studies lacked semantic interpretation and interactive guidance capabilities, which this research aims to address.

Adapting LLMs to specific domains like table tennis requires efficient fine-tuning and integration techniques to meet the demands of real-time applications. Traditional full-parameter fine-tuning, though effective, is resource-intensive and unsuitable for lightweight implementations. To address these challenges, LoRA has emerged as a practical solution, enabling the fine-tuning of LLMs by training only small, adaptable layers while keeping most of the parameters frozen. This approach significantly reduces computational overhead while retaining performance [13]. Additionally, prompt engineering has proven to be a powerful tool for tailoring LLM outputs by designing input structures that guide the model to produce accurate and contextually relevant responses [14]. In parallel, model quantization—reducing parameter precision to 8-bit or lower—has been instrumental in improving inference speed and reducing memory consumption, making LLMs more efficient for real-time scenarios[15-16].

{

"question": "How can a player improve stability in footwork during fast-paced rallies?",

"answer": "Focus on core strength training and consistent lateral movement drills to improve balance and quick direction changes."

}

Function Calling, on the other hand, facilitates seamless integration of LLMs with external APIs and pre-existing systems, enabling them to execute predefined functions and retrieve specific data dynamically. This capability significantly expands the practical applications of LLMs by allowing real-time interaction with complementary technologies [17]. For example, in healthcare, function calling has been used to integrate LLMs with electronic medical record systems for automated diagnostics [18], while in autonomous systems, it has enabled real-time data exchange between LLMs and sensor-based control units [19]. These techniques collectively enable LLMs to operate as the core of complex, multi-component frameworks, bridging the gap between standalone data processing and interactive, context-aware systems. In this study, prompt engineering and function calling played a pivotal role in integrating ChatPPG with prior CV models. Prompt engineering was used to structure interactions between the LLM and visual data outputs.

# Methodology

The methodology for this study focuses on the development of ChatPPG, a unified framework integrating LLMs and CV models for real-time analysis and interactive guidance in table tennis.

## Customed training dataset

To adapt ChatPPG for table tennis, a domain-specific Q/A dataset was constructed, combining data from prior studies with expert-curated training and tactical suggestions. The dataset sources included:

### Previous Research Outputs

* The first study provided match statistics such as player speed, movement heatmaps, and action frequencies.
* The second study contributed data on rule violations, including timestamps and rule types.

### Table Tennis Training and Tactical Guides

Expert insights were incorporated to design questions and answers tailored to different player types and skill levels. For example, a Q/A pair might address strategies for improving footwork speed or correcting a frequent service violation.

The dataset was structured to cover diverse scenarios, ensuring comprehensive model training. A sample data entry is formatted as follows:
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This approach ensured that the dataset was both semantically rich and practically useful for training ChatPPG.

## Modelling

The training process employed LoRA fine-tuning and 8-bit quantization to optimize the LLM for real-time applications in table tennis.

### LoRA Fine-Tuning:

The LLM (LLama3) was fine-tuned on the curated dataset. LoRA enabled the training of a minimal subset of parameters, significantly reducing computational requirements while maintaining model performance.

* Learning Rate: 2e-5
* Batch Size: 16
* Epochs: 10
* LoRA Rank: 16

### Quantization for Efficiency

To enable real-time interaction, 8-bit quantization was applied to the model, reducing memory usage and inference latency. This step was critical in achieving sub-second response times, which are essential for real-time coaching applications.

### Prompt Design

Prompts were engineered to align the LLM's responses with domain-specific needs.

#### Input Prompt: "Player speed is 3.2 m/s with frequent balance issues during forehand smashes. Suggest improvements."

#### Expected Output: "Balance issues could be addressed by focusing on core stability exercises and refining foot placement during smashes."

## Methods

The ChatPPG system was designed to seamlessly integrate LLM and CV components while maintaining real-time performance. The architecture consisted of three key modules:

1. **Data Input Module**:  
   Real-time visual data (e.g., player trajectories and rule compliance results) was streamed from CV models. LangChain was used to manage multimodal data pipelines, ensuring synchronization and efficient data handling.
2. **Analysis and Inference Module**:  
   The LLM processed structured outputs from CV models, generating natural language feedback based on prompt engineering and function calling. Function calling allowed the LLM to dynamically query specific CV modules, such as player trajectory analysis or service legality checks.
3. **Output and Interaction Module**:  
   The final outputs were displayed on an interactive interface powered by Open Web-UI. This interface supported real-time question-answer interactions and generated detailed tactical or training suggestions.

.

# Result

## LoRA Fine-Tuning Results

The LoRA fine-tuning process demonstrated significant improvements in adapting the large language model (LLM) to the specific requirements of the table tennis domain. During training, the model exhibited rapid convergence, with validation loss stabilizing after the eighth epoch. This approach allowed for efficient use of computational resources, reducing memory consumption by 70% compared to full-parameter fine-tuning. The fine-tuned model achieved a 92.3% accuracy on the Q/A test set, a significant increase from the baseline model’s 83.7% accuracy. Additionally, the BLEU score of 89.5 highlighted the model’s ability to generate high-quality, contextually accurate responses. These results confirmed the effectiveness of LoRA fine-tuning in tailoring LLMs to domain-specific tasks without incurring high computational costs.

## Real-Time Performance

In real-time scenarios, the quantized ChatPPG model demonstrated exceptional efficiency. By employing 8-bit quantization, the model reduced both memory requirements and inference latency, achieving an average response time of just 45 milliseconds per query. The system sustained a throughput of 20 queries per second, representing a 2.7x improvement over the unquantized model. Furthermore, the end-to-end latency, which included CV data processing, inference, and feedback generation, consistently remained below one second. This performance underscores ChatPPG's suitability for real-time applications, ensuring that actionable guidance can be delivered promptly during matches and training sessions.

## Practical Application Results

When applied to simulated match scenarios, ChatPPG effectively provided actionable guidance and tactical recommendations. For example, when queried about inconsistent forehand speed during rallies, the system suggested targeted drills such as wrist stability exercises and timing practice to improve execution consistency. Similarly, for frequent service fouls, the system identified potential causes, including insufficient toss height and improper hand positioning, and recommended specific corrective actions. Beyond answering queries, ChatPPG also generated tailored training plans for players based on their profiles. Speed-focused players received recommendations to enhance balance and endurance, while defensive players were guided toward improving counter-looping techniques and footwork drills. Tactical adjustments provided by the system, such as optimizing shot placement or defensive positioning, demonstrated its ability to support coaches in refining strategies.

## User Feedback

To evaluate ChatPPG’s usability and effectiveness, a user study was conducted with professional coaches and competitive players. Participants praised the system’s accuracy and practicality, with coaches rating tactical suggestions at 4.8/5 and players scoring training recommendations at 4.7/5. The interactive interface was described as intuitive and user-friendly, contributing to an overall satisfaction score of 4.75/5. However, users noted that the system could further benefit from expanded tactical analysis capabilities, particularly for addressing more advanced queries posed by elite-level players. Despite these suggestions, the feedback affirmed that ChatPPG effectively bridges the gap between statistical data and actionable insights, providing a valuable tool for table tennis training and competition.

## Analysis of Results

The findings demonstrated the success of ChatPPG in addressing key challenges in table tennis data analysis and interactive guidance. The fine-tuned model's high accuracy and BLEU scores reflected the effectiveness of LoRA in adapting LLMs to specialized domains. Real-time performance metrics confirmed that the system’s latency and efficiency met the demands of competitive scenarios, enabling it to deliver actionable insights promptly. Furthermore, the practical application results and positive user feedback highlighted the system’s ability to transform raw data into meaningful guidance. Overall, ChatPPG not only bridges the gap between data analysis and decision-making but also establishes a robust framework for integrating LLM and CV technologies in real-world applications.

# Discussion

## Analysis of Study Results

This study successfully demonstrates the potential of integrating large language models (LLMs) and computer vision (CV) technologies to provide real-time, actionable insights in table tennis. The fine-tuned ChatPPG system proved capable of addressing the limitations of traditional statistical analysis by offering semantically rich, context-aware guidance. The results validated key assumptions: first, that the combination of LoRA fine-tuning and 8-bit quantization enables efficient adaptation of LLMs for domain-specific tasks while maintaining high performance; and second, that the system can effectively deliver real-time assistance with a latency of under one second. These findings highlight the practical feasibility and technical robustness of the ChatPPG framework.

## Comparison with Existing Research

Compared to existing table tennis data analysis methods, ChatPPG introduces significant innovations. Traditional approaches, including our prior studies, focused on generating accurate match statistics and detecting rule violations. While these systems offered precise data, they lacked semantic interpretation and practical guidance for athletes and coaches. By contrast, ChatPPG bridges this gap by transforming raw data into natural language recommendations, making it accessible and actionable. Furthermore, the integration of LLMs with CV technologies represents a key advancement. Whereas previous applications of LLMs in sports have been limited to team-based games like football or basketball, this study pioneers their use in high-speed, individual sports like table tennis, demonstrating the flexibility and scalability of LLMs in diverse athletic contexts.

## The Role of Prompt Engineering and Function Calling

Prompt engineering and function calling played a crucial role in enhancing the system’s functionality and flexibility. Prompt engineering ensured that ChatPPG generated contextually relevant responses tailored to the unique requirements of table tennis. By carefully crafting input structures, the system effectively aligned its outputs with the results of CV modules, such as player trajectory analysis and rule detection. Function calling further augmented this capability by enabling seamless integration with external APIs, allowing ChatPPG to dynamically query specific CV models for real-time data. Together, these techniques bridged the gap between data collection and decision-making, transforming ChatPPG into an interactive tool that supports players and coaches with targeted, actionable insights.

## Implications of the Study

The findings of this study have significant implications for both sports analytics and artificial intelligence. For table tennis, ChatPPG offers a practical tool that combines advanced data analysis with personalized recommendations, enhancing the decision-making process for athletes and coaches. This transformation from static data analysis to interactive guidance represents a substantial shift in how sports analytics is applied. From an AI perspective, the study showcases the versatility of LLMs in specialized domains and highlights the potential of integrating LLMs with CV technologies for real-world applications. The success of ChatPPG sets a precedent for similar systems in other sports, broadening the scope of AI-driven innovations in athletic training and performance enhancement.

## Limitations

Despite its success, this study has several limitations. First, the dataset used for training the LLM was derived primarily from previous research and publicly available training materials, which may not fully represent the diversity of player profiles and scenarios in table tennis. Expanding the dataset to include broader demographic and skill-level variations would enhance the model’s generalizability. Second, while ChatPPG performed well in real-time applications, its depth of analysis for advanced tactical queries remains limited. Addressing this would require incorporating more high-level match data and expert annotations. Finally, the system's reliance on high-performance GPUs for real-time processing may limit its accessibility in resource-constrained environments. Exploring further optimizations or alternative deployment strategies would improve its applicability.

## Future Directions

Future research can address the limitations identified in this study while exploring new avenues for innovation. Expanding the dataset to include diverse player profiles and integrating additional data sources, such as player physiological metrics or advanced match analytics, would significantly enhance the system’s capabilities. Research into lightweight model architectures and edge computing deployment could make ChatPPG more accessible to users in resource-limited environments. Additionally, the integration of multimodal data, including audio and video alongside CV outputs, could enable deeper insights and richer feedback. Finally, applying the ChatPPG framework to other sports with similar demands, such as badminton or tennis, would validate its scalability and adaptability across athletic disciplines.

# Conclusion

This study introduced ChatPPG, a framework combining large language models (LLMs) and computer vision (CV) technologies to provide real-time, interactive guidance for table tennis. By integrating LoRA fine-tuning, 8-bit quantization, prompt engineering, and function calling, the system effectively transforms raw data into actionable insights, offering personalized training suggestions and tactical recommendations for players and coaches. These advancements demonstrate the feasibility of adapting LLMs for domain-specific tasks while achieving low-latency performance suitable for high-speed sports.

ChatPPG bridges the gap between static data analysis and dynamic decision-making, setting a new standard for AI applications in sports analytics. However, the study acknowledges limitations, including the need for a more diverse training dataset, deeper tactical modeling, and improved accessibility for resource-constrained environments.

Future research can focus on expanding the dataset, integrating multimodal data like audio and video, and extending the framework to other sports such as badminton or tennis. ChatPPG represents a significant step forward in AI-driven sports optimization, offering a robust foundation for broader applications in athletic performance enhancement.

1. Table Type Styles

| Metric | LoRA-Fine-Tuned Model | Baseline LLM |
| --- | --- | --- |
| Accuracy | 92.3% | 83.7% |
| BLEU Score | 89.5 | 78.2 |
| User Satisfaction | 4.7/5 | 3.8/5 |
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