**Identifiers**

1. Identifiers must start with a letter, a currency character ($), or a connecting character such as the underscore (\_). Identifiers cannot start with a number!
2. After the first character, identifiers can contain any combination of letters, currency characters, connecting characters, or numbers.
3. In practice, there is no limit to the number of characters an identifier can contain.
4. You can't use a Java keyword as an identifier. Table 1-1 lists all of the Java keywords including one new one for 5.0, enum.
5. Identifiers in Java are case-sensitive; foo and FOO are two different identifiers.

**Declaration Rules**

1. A source code file can have only one public class.
2. Package and import statements apply to all classes in the file.
3. A file can have more than one nonpublic class.
4. Files with no public classes have no naming restrictions.

**Class Modifiers fall into two categories:**

1. Access modifiers: public, protected, private., default
2. Non-access modifiers (including strictfp, final, and abstract).

Although all four access *controls* (which means all three *modifiers*) work for most method and variable declarations, a class can be declared with only public or *default* access; the other two access control levels don't make sense for a class.

**strictfp**

strictfp is a keyword and can be used to modify a class or a method, but never a variable. Marking a class as strictfp means that any method code in the class will conform to the IEEE 754 standard rules for floating points.

**Interfaces**

1. All interface methods are implicitly public and abstract. In other words, you do not need to actually type the public or abstract modifiers in the method declaration, but the method is still always public and abstract.
2. All variables defined in an interface are by default public, static, and final in other words, interfaces can declare only constants, not instance variables.
3. Interface methods must not be static.
4. Because interface methods are abstract, they cannot be marked final,
5. strictfp, or native. (More on these modifiers later.)
6. An interface can *extend* one or more other interfaces.
7. An interface cannot extend anything but another interface.
8. An interface cannot implement another interface or class.
9. An interface must be declared with the keyword interface.
10. The public modifier is required if you want the interface to have public rather than default access.

**Access Modifiers for Members**

**Public Members**

When a method or variable member is declared public, it means all other classes, regardless of the package they belong to, can access the member (assuming the class itself is visible).

For a subclass, if a member of its superclass is declared public, the subclass inherits that member regardless of whether both classes are in the same package.

**Private Members**

Members marked private can't be accessed by code in any class other than the class in which the private member was declared. A subclass can't see, use, or even think about the private members of its superclass. You can, however, declare a matching method in the subclass. But regardless of how it looks, ***it is not an overriding method!*** It is simply a method that happens to have the same name as a private method (which you're not supposed to know about) in the superclass. The rules of overriding do not apply, so you can make this newly-declared-but-just-happens-to-match method declare new exceptions, or change the return type.

Using private members enables data protection (encapsulation), like setting an age field directly could lead to negative age value but using an accessor method will keep this under check.

**Protected and Default Members**

The protected and default access control levels are almost identical, but with one critical difference. A *default* member may be accessed only if the class accessing the member belongs to the same package, whereas a *protected* member can be accessed (through inheritance) by a subclass ***even if the subclass is in a different package.***

But what does it mean for a subclass-outside-the-package to have access to a superclass (parent) member? It means the subclass inherits the member. It does not, however, mean the subclass-outside-the-package can access the member using a reference to an instance of the superclass. In other words, protected = inheritance.

Protected does not mean that the subclass can treat the protected superclass member as though it were public. So if the subclass-outside-the-package gets a reference to the superclass (by, for example, creating an instance of the superclass somewhere in the subclass' code), the subclass cannot use the dot operator on the superclass reference to access the protected member. To a subclass-outside-the-package, a protected member might as well be default (or even private), when the subclass is using a reference to the superclass. **The subclass can see the** protected **member only through inheritance.**

But there's still one more issue we haven't looked at...what does a protected member look like to other classes trying to use the subclass-outside-the-package to get to the subclass' inherited protected superclass member? For example, using our previous Parent/Child classes, what happens if some other class—Neighbor, say—in the same package as the Child (subclass), has a reference to a Child instance and wants to access the member variable x? In other words, how does that protected member behave once the subclass has inherited it? Does it maintain its protected status, such that classes in the Child's package can see it?

No! Once the subclass-outside-the-package inherits the protected member, that member (as inherited by the subclass) becomes private to any code outside the subclass, with the exception of subclasses of the subclass. So if class Neighbor instantiates a Child object, then even if class Neighbor is in the same package as class Child, class Neighbor won't have access to the Child's inherited (but protected) variable x. The bottom line: when a subclass-outside-the-package inherits a protected member, the member is essentially private inside the subclass, such that only the subclass and its subclasses can access it. While in case of default access we can access the variable using a parent class instance in child class.

**Final Methods/Variables**

The final keyword prevents a method from being overridden in a subclass, and is often used to enforce the API functionality of a method.

public Record getRecord(int fileNumber, int recordNumber) {}

Method arguments are essentially the same as local variables. In the preceding example, the variables fileNumber and recordNumber will both follow all the rules applied to local variables. This means they can also have the modifier final.

**Abstract Methods**

A method can never, ever be marked as both abstract and final, or both abstract and private. Think about it—abstract methods must be implemented (which essentially means overridden by a subclass) whereas final and private methods cannot ever be overridden by a subclass.

**Finally, you need to know that the abstract modifier can never be combined with the static modifier.**

**Methods with Variable Argument Lists (var-args)**

1. **Var-arg type** When you declare a var-arg parameter, you must specify the type of the argument(s) this parameter of your method can receive. (This can be a primitive type or an object type.)
2. **Basic syntax** To declare a method using a var-arg parameter, you follow the type with an ellipsis (...), a space, and then the name of the array that will hold the parameters received.
3. **Other parameters** It's legal to have other parameters in a method that uses a var-arg.
4. **Var-args limits** The var-arg must be the last parameter in the method's signature, and you can have only one var-arg in a method.

**Local (Automatic/Stack/Method) Variables**

Local variables are variables declared within a method. That means the variable is not just initialized within the method, but also declared within the method. Just as the local variable starts its life inside the method, it's also destroyed when the method has completed. Local variables are always on the stack, not the heap. Just don't forget that while the local variable is on the stack, if the variable is an object reference, the object itself will still be created on the heap. There is no such thing as a stack object, only a stack variable.

It is possible to declare a local variable with the same name as an instance variable. It's known as *shadowing*

Comparison of modifiers on variables vs. methods

|  |  |  |
| --- | --- | --- |
| Local Variables | Instance variables | Methods |
| Final | Final  Public  Protected  Private  Static  Transient  Volatile | Final  Public  Protected  Private  Static  Abstract  Synchronized  Strictfp  native |

**Boolean variables bit depth is virtual machine dependent.**

**Final Variables**

A reference variable marked final can't ever be reassigned to refer to a different object. The data within the object can be modified, but the reference variable cannot be changed. In other words, a final reference still allows you to modify the state of the object it refers to, but you can't modify the reference variable to make it refer to a different object. Burn this in: there are no final objects, only final references.

**Transient Variables**

If you mark an instance variable as transient, you're telling the JVM to skip (ignore) this variable when you attempt to serialize the object containing it. It can be applied only to instance variables.

**Volatile Variables**

The volatile modifier tells the JVM that a thread accessing the variable must always reconcile its own private copy of the variable with the master copy in memory. It can be applied only to instance variables.

**Static Variables and Methods**

The static modifier is used to create variables and methods that will exist independently of any instances created for the class. In other words, static members exist before you ever make a new instance of a class, and there will be only one copy of the static member regardless of the number of instances of that class. In other words, all instances of a given class share the same value for any given static variable.

Things you can mark as static:

1. Methods
2. Variables
3. A class nested within another class, but not within a method
4. Initialization blocks

Things you can't mark as static:

1. Constructors (makes no sense; a constructor is used only to create instances)
2. Classes (unless they are nested)
3. Interfaces
4. Method local inner classes
5. Inner class methods and instance variables
6. Local variables

**Declaring Enums:**

As of 5.0, Java lets you restrict a variable to having one of only a few pre-defined values—in other words, one value from an enumerated list.

Enums can be declared as their own separate class, or as a class member, however they must not be declared within a method.

The key point to remember is that the enum can be declared with only the public or default modifier, just like a non-inner class.

An enum declared outside a class must NOT be marked static, final, abstract, protected, or private.

Because an enum really is a special kind of class, you can do more than just list the enumerated constant values. You can add constructors, instance variables, methods and something really strange known as a *constant specific class body*.

**Inner Classes**

Inner classes let you define one class within another. They provide a type of scoping for your classes since you can make one class *a member of another class*. Just as classes have member *variables* and *methods*, a class can also have member *classes*. Sometimes, though, you find yourself designing a class where you discover you need behavior that belongs in a separate, specialized class, but also needs to be intimately tied to the class you're designing.

**Regular Inner Class**

An inner class is a full-fledged member of the enclosing (outer) class, so it can be marked with an access modifier as well as the abstract or final modifiers. (Never both abstract and final together— remember that abstract *must* be subclassed, whereas final *cannot* be subclassed).

An inner class instance shares a special relationship with an instance of the enclosing class. This relationship gives the inner class access to *all* of the outer class's members, including those marked private. To create an instance of an inner class, *you must have an instance of the outer class* to tie to the inner class.

MyOuter mo = new MyOuter(); // gotta get an instance!

**MyOuter.MyInner inner = mo.new MyInner();**

So the rules for an inner class referencing itself or the outer instance are as follows:

To reference the inner class instance itself, from *within* the inner class code, use this.

To reference the "*outer* this" (the outer class instance) from within the inner class code, use NameOfOuterClass.this (example, MyOuter.this).

**Member Modifiers Applied to Inner Classes** A regular inner class is a member of the outer class just as instance variables and methods are, so the following modifiers can be applied to an inner class:

final

abstract

public

private

protected

static—*but* static *turns it into a* static *nested class not an inner class.*

Strictfp

**Method-Local Inner Classes**

If you want to actually *use* the inner class (say, to invoke its methods), then you must make an instance of it somewhere *within the method but below the inner class definition*.

*A method-local inner class can be instantiated only within the method where the inner class is defined*.

Like regular inner class objects, the method-local inner class object shares a special relationship with the enclosing (outer) class object, and can access its private (or any other) members. However, *the inner class object cannot use the local variables of the method the inner class is in.* The local variables of the method live on the stack, and exist only for the lifetime of the method. You already know that the scope of a local variable is limited to the method the variable is declared in. When the method ends, the stack frame is blown away and the variable is history. But even after the method completes, the inner class object created within it might still be alive on the heap if, for example, a reference to it was passed into some other code and then stored in an instance variable. Because the local variables aren't guaranteed to be alive as long as the method-local inner class objects, the inner class object can't use them. *Unless the local variables are marked* final*! Only modifiers available are final and abstract.*

**Anonymous Inner Classes**

You can only call methods on an anonymous inner class reference that are defined in the reference variable type! The only difference between flavor one and flavor two is that flavor one creates an anonymous *subclass* of the specified *class* type, whereas flavor two creates an anonymous *implementer* of the specified *interface* type.

Cookable c = new Cookable() {

Declare a reference variable of type Cookable that, obviously, will refer to an object from a class that implements the Cookable interface. But, oh yes, we don't yet *have* a class that implements Cookable, so we're going to make one right here, right now. We don't need a name for the class, but it will be a class that implements Cookable, and this curly brace starts the definition of the new implementing class."One more thing to keep in mind about anonymous interface implementers—*they can implement only one interface*.

An anonymous inner class is always created as part of a statement; don't forget to close the statement after the class definition with a curly brace. This is a rare case in Java, a curly brace followed by a semicolon.

Because of polymorphism, the only methods you can call on an anonymous inner class reference are those defined in the reference variable class (or interface), even though the anonymous class is really a subclass or implementer of the reference variable type.

An anonymous inner class can extend one subclass *or* implement one interface. Unlike non-anonymous classes (inner or otherwise), an anonymous inner class cannot do both. In other words, it cannot both extend a class *and* implement an interface, nor can it implement more than one interface.

An argument-local inner class is declared, defined, and automatically instantiated as part of a method invocation. The key to remember is that the class is being defined within a method argument, so the syntax will end the class definition with a curly brace, followed by a closing parenthesis to end the method call, followed by a semicolon to end the statement: });

**Static Nested Classes**

A static nested class is simply *a class that's a static member of the enclosing class*:

class BigOuter {

static class Nested { }

}

The class itself isn't really "static"; there's no such thing as a static class. The static modifier in this case says that the nested class is *a static member of the outer class*. That means it can be accessed, as with other static members, *without having an instance of the outer class.* ***Just as a static method does not have access to the instance variables and non-static methods of the class, a static nested class does not have access to the instance variables and non-static methods of the outer class. Look for static nested classes with code that behaves like a non static (regular inner) class.***

**Immutable Objects**

1. No setter methods.
2. All fields are final, private.
3. Class is final.
4. If members are mutable objects then
5. Don’t provide methods to modify them.
6. Assign passed references by copying, similarly create a copy while returning the mutable objects

**Encapsulation**

Imagine you wrote the code for a class, and another dozen programmers from your company all wrote programs that used your class. Now imagine that later on, you didn't like the way the class behaved, because some of its instance variables were being set (by the other programmers from within their code) to values you hadn't anticipated. *Their* code brought out errors in *your* code. Well, it is a Java program, so you should be able just to ship out a newer version of the class, which they could replace in their programs without changing any of their own code. **The ability to make changes in your implementation code without breaking the code of others who use your code is a key benefit of encapsulation.** You want to hide implementation details behind a public programming interface.

For encapsulation:

Keep instance variables protected (with an access modifier, often private).

Make public accessor methods, and force calling code to use those methods rather than directly accessing the instance variable.

For the methods, use the JavaBeans naming convention of set<someProperty> and get<someProperty>.

**Inheritance**

It's also important to understand that the two most common reasons to use inheritance are

1. To promote code reuse
2. To use polymorphism

**IS-A**

In OO, the concept of IS-A is based on class inheritance or interface implementation. IS-A is a way of saying, "this thing is a type of that thing." For example, a Mustang is a type of horse, so in OO terms we can say, "Mustang IS-A Horse." Subaru IS-A Car.

**HAS-A**

HAS-A relationships are based on usage, rather than inheritance. In other words, class A HAS-A B if code in class A has a reference to an instance of class B.

**Polymorphism**

1. A reference variable can be of only one type, and once declared, that type can never be changed (although the object it references can change).
2. A reference is a variable, so it can be reassigned to other objects, (unless the reference is declared final).
3. A reference variable's type determines the methods that can be invoked on the object the variable is referencing.
4. A reference variable can refer to any object of the same type as the declared reference, or—this is the big one—**it can refer to any** *subtype* **of the declared type!**
5. A reference variable can be declared as a class type or an interface type. If the variable is declared as an interface type, it can reference any object of any class that *implements* the interface.
6. Polymorphic method invocations apply only to overridden *instance* methods.

Multiple inheritance is supported through interfaces only since allowing extension of two different classes might lead to ambiguity, two different implementations of the same method.

***Some languages (like C++) allow a class to extend more than one other class. This capability is known as "multiple inheritance." The reason that Java's creators chose not to allow multiple inheritance is that it can become quite messy. In a nutshell, the problem is that if a class extended two other classes, and both superclasses had, say, a doStuff() method, which version of doStuff() would the subclass inherit? This issue can lead to a scenario known as the "Deadly Diamond of Death," because of the shape of the class diagram that can be created in a multiple inheritance design. The diamond is formed when classes B and C both extend A, and both B and C inherit a method from A. If class D extends both B and C, and both B and C have overridden the method in A, class D has, in theory, inherited two different implementations of the same method. Drawn as a class diagram, the shape of the four classes looks like a diamond.***

**Polymorphic method invocations apply only to *instance methods.* You can always refer to an object with a more general reference variable type (a superclass or interface), but at runtime, the ONLY things that are dynamically selected based on the actual *object* (rather than the *reference* type) are instance methods. Not *static* methods. Not *variables*. Only overridden instance methods are dynamically invoked based on the real object's type.**

**Overriding**

The rules for overriding a method are as follows:

1. The argument list must exactly match that of the overridden method. If they don't match, you can end up with an overloaded method you didn't intend.
2. The return type must be the same as, or a subtype of, the return type declared in the original overridden method in the superclass. The access level can't be more restrictive than the overridden method's.
3. Instance methods can be overridden only if they are inherited by the subclass. A subclass within the same package as the instance's superclass can override any superclass method that is not marked private or final. A subclass in a different package can override only those non-final methods marked public or protected (since protected methods are inherited by the subclass).
4. The overriding method CAN throw any unchecked (runtime) exception, regardless of whether the overridden method declares the exception.
5. The overriding method must NOT throw checked exceptions that are new or broader than those declared by the overridden method. For example, a method that declares a FileNotFoundException cannot be overridden by a method that declares a SQLException, Exception, or any other non-runtime exception unless it's a subclass of FileNotFoundException.
6. The overriding method can throw narrower or fewer exceptions. Just because an overridden method "takes risks" doesn't mean that the overriding subclass' exception takes the same risks. Bottom line: an overriding method doesn't have to declare any exceptions that it will never throw, regardless of what the overridden method declares.
7. You cannot override a method marked final.
8. You cannot override a method marked static.
9. If a method can't be inherited (because it’s private), you cannot override it. Remember that overriding implies that you're reimplementing a method you inherited!
10. Using super to invoke an overridden method only applies to instance methods.
11. A subclass uses super.overriddenMethodName() to call the superclass version of an overridden method.

**Overloading**

Over*loaded* methods let you reuse the same method name in a class, but with different arguments.

1. Overloaded methods MUST change the argument list.
2. Overloaded methods CAN change the return type.
3. Overloaded methods CAN change the access modifier.
4. Overloaded methods CAN declare new or broader checked exceptions.
5. A method can be overloaded in the *same* class or in a *subclass*. In other words, if class A defines a doStuff(int i) method, the subclass B could define a doStuff(String s) method without overriding the superclass version that takes an int. So two methods with the same name but in different classes can still be considered overloaded, if the subclass inherits one version of the method and then declares another overloaded version in its class definition.
6. The choice of which overloaded method to call (in other words, the signature of the method) is NOT dynamically decided at runtime. Just remember, the *reference* type (not the object type) determines which overloaded method is invoked!
7. So it's true that polymorphism doesn't determine which overloaded version is called; polymorphism does come into play when the decision is about which overridden version of a method is called.
8. **In every case, when an exact match isn't found, the JVM uses the method with the smallest argument that is wider than the parameter.**
9. **For overloaded methods the calling is done in the following order of preference**
10. **Widening**
11. **Boxing**
12. **Var args**
13. Primitive widening uses the "smallest" method argument possible.
14. Used individually, boxing and var-args are compatible with overloading.
15. You CANNOT widen from one wrapper type to another. (IS-A fails.)
16. You CANNOT widen and then box. (An int can't become a Long.)
17. You can box and then widen. (An int can become an Object, via Integer.)
18. You can combine var-args with either widening or boxing.

|  |  |  |
| --- | --- | --- |
|  | **Overloaded Methods** | **Overridden Methods** |
| Argument(s). | Must change | Must not change. |
| Return type | Can change. | Can’t change except for covariant returns. |
| Exceptions | Can change. | Can reduce or eliminate.  Must not throw new or broader checked exceptions. |
| Access | Can change. | Must not make more restrictive (can be less restrictive). |
| Invocation | *Reference* type determines which overloaded version (based on declared argument types) is selected. Happens at *compile* time. The actual *method* that’s invoked is still a virtual method invocation that happens at runtime, but the compiler will already know the *signature* of the method to be invoked. So at runtime, the argument match will already have been nailed down, just not the *class* in which the method lives. | *Object* type (in other words, *the type of the actual instance on the heap*) determines which method is selected.  Happens at *runtime*. |

**Reference Variable Casting**

1. All the compiler can do is verifying that the two types are in the same inheritance tree, so that depending on whatever code might have come before the downcast. However, if the compiler knows with certainty that the cast could not possibly work, compilation will fail.
2. Implicit upcasting is allowed while implicit downcasting is not.

**Implementing an Interface**

1. Provide concrete (nonabstract) implementations for all methods from the declared interface.
2. Follow all the rules for legal overrides.
3. Declare no checked exceptions on implementation methods other than those declared by the interface method, or subclasses of those declared by the interface method.
4. Maintain the signature of the interface method, and maintain the same return type (or a subtype). (But it does not have to declare the exceptions declared in the interface method declaration.)
5. A class can implement more than one interface.
6. An interface can itself extend another interface, but never implement anything.
7. Overriding the interface methods is possible.

**Return Type Declarations**

**Return Types on Overloaded Methods**

So if you inherit a method but overload it in a subclass, you're not subject to the restrictions of overriding, which mean you can declare any return type you like. What you can't do is change only the return type. To overload a method, remember, you must change the argument list.

**Overriding and Return Types and Covariant Returns**

Or, as of Java 5, you're allowed to change the return type in the overriding method as long as the new return type is a *subtype* of the declared return type of the overridden (superclass) method.

**Constructors**

So if your super constructor (that is, the constructor of your immediate superclass/parent) has arguments, you must type in the call to super(), supplying the appropriate arguments. Crucial point: if your superclass does not have a no-argconstructor, you must type a constructor in your class (the subclass) because you need a place to put in the call to super with the appropriate arguments. Another way to put this is that if your superclass does *not* have a no-arg constructor, then in your subclass you will not be able to use the default constructor supplied by the compiler.

The first line in a constructor must be a call to super() or a call to this().In other words, if constructor A() has a call to this(), the compiler knows that constructor A() will not be the one to invoke super().The preceding rule means a constructor can never have both a call to super() and a call to this().

If your superclass does not have a no-arg constructor, you must create a constructor and insert a call to super() with arguments matching those of the superclass constructor.

Constructors are never inherited, thus they cannot be overridden.

Issues with calls to this():

1. May appear only as the first statement in a constructor.
2. The argument list determines which overloaded constructor is called.

**Static**

We don't actually need to initialize a static variable; static variables get the same default values instance variables get.

Finally, remember that *static methods can't be overridden*! This doesn't mean they can't be redefined in a subclass, but redefining and overriding isn’t the same thing.

Use static methods to implement behaviors that are not affected by the state of any instances, i.e. not specific to an instance or depending on the state of instance.

**Coupling and Cohesion (Objective 5.1)**

Coupling refers to the degree to which one class knows about or uses members of another class.

Loose coupling is the desirable state of having classes that are well encapsulated, minimize references to each other, and limit the breadth of API usage. Tight coupling is the undesirable state of having classes that break the rules of loose coupling.

Cohesion refers to the degree in which a class has a single, well-defined role or responsibility.

High cohesion is the desirable state of a class whose members support a single, well-focused role or responsibility. Low cohesion is the undesirable state of a class whose members support multiple, unfocused roles or responsibilities.

**Literals, Assignments, and Variables**

**Integer Literals**

There are three ways to represent integer numbers in the Java language: decimal (base 10), octal (base 8), and hexadecimal (base 16).

**Decimal Literals**

int length = 343;

**Octal Literals**

int nine = 011;

You can have up to 21 digits in an octal number, not including the leading zero.

**Hexadecimal Literals**

int z = 0xDeadCafe;

You are allowed up to 16 digits in a hexadecimal number, not including the prefix 0x or the optional suffix extension L, which will be explained later.

**Floating-Point Literals**

Floating-point literals are defined as double (64 bits) by default, so if you want to assign a floating-point literal to a variable of type float (32 bits), you must attach the suffix F or f to the number

float g = 49837849.029847F; // OK; has the suffix "F"

You may also optionally attach a D or d to double literals, but it is not necessary because this is the default behavior.

**Boolean Literals**

Boolean literals are the source code representation for boolean values. A Boolean value can only be defined as true or false.

**Character Literals**

A char literal is represented by a single character in single quotes. You can also type in the Unicode value of the character, using the Unicode notation of prefixing the value with \u as follows:

char letterN = '\u004E'; // The letter 'N'

Remember, characters are just 16-bit unsigned integers under the hood. That means you can assign a number literal, assuming it will fit into the unsigned 16-bit range (65535 or less).

**Assignment**

A variable referring to an object is just that—a *reference* variable. A reference variable bit holder contains bits representing a *way to get to the object*.

We know that a literal integer is always an int, but more importantly, the result of an expression involving anything int-sized or smaller is always an int. In other words, add two bytes together and you'll get an int—even if those two bytes are tiny. Multiply an int and a short and you'll get an int. Divide a short by a byte and you'll get…an int.

**Primitive Casting**

Typically, an implicit cast happens when you're doing a widening conversion. In other words, putting a smaller thing (say, a byte) into a bigger container (like an int).

The large-value-into-small-container conversion is referred to as *narrowing* and requires an explicit cast, where you tell the compiler that you're aware of the danger and accept full responsibility. You don't get a runtime error, even when the value being narrowed is too large for the type. When you narrow a primitive, Java simply truncates the higher-order bits that won't fit. In other words, it loses all the bits to the left of the bits you're narrowing to.

**Variable Scope**

Static variables have the longest scope; they are created when the class is loaded, and they survive as long as the class stays loaded in the JVM.

Instance variables are the next most long-lived; they are created when a new instance is created, and they live until the instance is removed.

Local variables are next; they live as long as their method remains on the stack. As we'll soon see, however, local variables can be alive, and still be "out of scope".

Block variables live only as long as the code block is executing.

Most VM implementations have reference pointing to memory location which contains the pointer to the object it is referring to. Microsoft VM though uses the references directly pointing to the object location in memory.

Narrowing a primitive truncates the *high order* bits.

Integer expressions always result in an int-sized result, never smaller.

Floating-point numbers are implicitly doubles (64 bits).

**Arrays**

*Array elements are always, always, always given default values, regardless of where the array itself is declared or instantiated. (i.e. static, instance, local).*

It makes no difference if you're passing primitive or reference variables, you are always passing a copy of the bits in the variable. So for a primitive variable, you're passing a copy of the bits representing the value.

**Constructing Arrays**

int[][] myArray = new int[3][];

Notice that only the first brackets are given a size. That's acceptable in Java, since the JVM needs to know only the size of the object assigned to the variable myArray.

int[] dots = {6,x,8};

Dog puppy = new Dog("Frodo");

Dog[] myDogs = {puppy, new Dog("Clover"), new Dog("Aiko")};

int[][] scores = {{5,2,4,7}, {9,2}, {3,4}};

The preceding code creates a total of four objects on the heap.

**Arrays of Primitives**

Primitive arrays can accept any value that can be promoted implicitly to the declared type of the array. For example, an int array can hold any value that can fit into a 32-bit int variable.

**Arrays of Object References**

If the declared array type is a class, you can put objects of any subclass of the declared type into the array.

**Array Reference Assignments for One-Dimensional Arrays**

int[] splats;

int[] dats = new int[4];

char[] letters = new char[5];

splats = dats; // OK, dats refers to an int array

splats = letters; // NOT OK, letters refers to a char array

Arrays that hold object references, as opposed to primitives, aren't as restrictive. Just as you can put a Honda object in a Car array (because Honda extends Car), you can assign an array of type Honda to a Car array reference variable.

**Array Reference Assignments for Multidimensional Arrays**

When you assign an array to a previously declared array reference, the array you're assigning must be the same dimension as the reference you're assigning it to.

int[][] books = new int[3][];

int[] numbers = new int[6];

int aNumber = 7;

books[0] = aNumber; // NO, expecting an int array not an int

books[0] = numbers; // OK, numbers is an int array

**Initialization Blocks**

A *static* initialization block runs *once*, when the class is first loaded. An *instance* initialization block runs once *every time a new instance is created.* Instance init block code runs rightafter the call to super() in a constructor, in other words, after all super-constructors have run. When it's time for initialization blocks to run, if a class has more than one, they will run in the order in which they appear in the class file…in other words, from the top down.

**Using Wrapper Conversion Utilities**

**xxxValue()**

When you need to convert the value of a wrapped numeric to a primitive, use one of the many xxxValue() methods.

**parseXxx() and valueOf()**

parseXxx() returns the named primitive.

valueOf() returns a newly created wrapped object of the type that invoked the method.

**toXxxString() (Binary, Hexadecimal, Octal)**

String s3 = Integer.toHexString(254); // convert 254 to hex

System.out.println("254 is " + s3); // result: "254 is fe"

**In order to save memory, two instances of the following wrapper objects will always be == when their** primitive values are the same:

Boolean

Byte

Character from \u0000 to \u007f (7f is 127 in decimal)

Short and Integer from -128 to 127

*If either operand is a* String*, the + operator becomes a* String *concatenation operator. If both operands are numbers, the + operator is the addition operator.*

A switch's expression must evaluate to a char, byte, short, int, or, as of Java 5, an enum, as of Java 7 a String ***The*** default ***case doesn’t have to come at the end of the*** switch

The first part of the for statement lets you declare and initialize zero, one, or multiple variables of the same type inside the parentheses after the for keyword. The rule to remember is this: *You can have only one test expression*. You can have any number of iterator expressions. **Keep in mind that barring a forced exit, evaluating the iteration expression and then evaluating the conditional expression are always the last two things that happen in a** for **loop!.**

***Labeled*** continue ***and*** break ***statements must be inside the loop that has the same label name; otherwise, the code will not compile.***

**Writing Code Using control flow Statements**

The only legal expression in an if statement is a boolean expression, in other words an expression that resolves to a boolean or a boolean variable.

Watch out for boolean assignments (=) that can be mistaken for Boolean equality (==) tests:

boolean x = false; if (x = true) { } // an assignment, so x will always be true!

switch statements can evaluate only to enums, string or the byte, short, int, and char data types. You can't say,

long s = 30; switch(s) { }

The case constant must be a literal or final variable, or a constant expression, including an enum or string. You cannot have a case that includes a nonfinal variable, or a range of values.

If the condition in a switch statement matches a case constant, execution will run through all code in the switch following the matching case statement until a break statement or the end of the switch statement is encountered. In other words, the matching case is just the entry point into the case block, but unless there's a break statement, the matching case is not the only case code that runs.

The default keyword should be used in a switch statement if you want to run some code when none of the case values match the conditional value.

The default block can be located anywhere in the switch block, so if no case matches, the default block will be entered, and if the default does not contain a break, then code will continue to execute to the end of the switch or until the break statement is encountered.

You can initialize more than one variable of the same type in the first part of the basic for loop declaration; each initialization must be separated by a comma.

You cannot use a number (old C-style language construct) or anything that does not evaluate to a boolean value as a condition for an if statement or looping construct. You can't, for example, say if(x), unless x is a boolean variable.

An unlabeled break statement will cause the current iteration of the innermost looping construct to stop and the line of code following the loop to run.

An unlabeled continue statement will cause: the current iteration of the innermost loop to stop, the condition of that loop to be checked, and if the condition is met, the loop to run again.

If the break statement or the continue statement is labeled, it will cause similar action to occur on the labeled loop, not the innermost loop.

**Formatting**

%[arg\_index$][flags][width][.precision]conversion char

The values within [ ] are optional. In other words, the only required elements of a format string are the % and a conversion character.

arg\_index: An integer followed directly by a $, this indicates which argument should be printed in this position.

flags:

"-" Left justify this argument

"+" Include a sign (+ or -) with this argument

"0" Pad this argument with zeroes

"," Use locale-specific grouping separators (i.e., the comma in 123,456)

"(" Enclose negative numbers in parentheses

width: This value indicates the minimum number of characters to print. (If you want nice even columns, you'll use this value extensively.)

precision: For the exam you'll only need this when formatting a floating-point number, and in the case of floating point numbers, precision indicates the number of digits to print after the decimal point.

conversion: The type of argument you'll be formatting. You'll need to know:

b boolean

c char

d integer

f floating point

s string

int i1 = -123;

int i2 = 12345;

System.out.printf(">%1$(7d< \n", i1);

System.out.printf(">%0,7d< \n", i2);

System.out.format(">%+-7d< \n", i2);

System.out.printf(">%2$b + %1$5d< \n", i1, false);

This produces:

> (123)<

>012,345<

>+12345 <

>false + -123<

**Exception Handling**

|  |
| --- |
| Object  Error  Checked Exception  Runtime Exception/ Unchecked Exception  Error Subclasses  Exception  Throwable |

A finally block encloses code that is always executed at some point after the try block, whether an exception was thrown or not. Even if there is a return statement in the try block, the finally block executes right after the return statement is encountered, and before the return executes!

***It is illegal to use a*** try ***clause without either a*** catch ***clause or a*** finally ***clause. A*** try ***clause by itself will result in a compiler error. Any*** catch ***clauses must immediately follow the*** try ***block. Any*** finally ***clause must immediately follow the last*** catch ***clause (or it must immediately follow the*** try ***block if there is no*** catch***). It is legal to omit either the*** catch ***clause or the*** finally ***clause, but not both.***

*Each method must either handle all checked exceptions by supplying a* catch *clause or list each unhandled checked exception as a thrown exception.*

RuntimeException, Error, and all of their subtypes are unchecked exceptions and unchecked exceptions do not have to be specified or handled.

Both Exception and Error share a common superclass, Throwable, thus both can be thrown using the throw keyword. When an Error or a subclass of Error is thrown, it's unchecked.

The only exception to the finally-will-always-be-called rule is that a finally will not be invoked if the JVM shuts down. That could happen if code from the try or catch blocks calls System.exit().

Just because finally is invoked does not mean it will complete. Code in the finally block could itself raise an exception or issue a System.exit().

Uncaught exceptions propagate back through the call stack, starting from the method where the exception is thrown and ending with either the first method that has a corresponding catch for that exception type or a JVM shutdown (which happens if the exception gets to main(), and main() is "ducking" the exception by declaring it).

You can create your own exceptions, normally by extending Exception or one of its subtypes. Your exception will then be considered a checked exception, and the compiler will enforce the handle or declare rule for that exception. If you extend the RuntimeException class or one of its subtypes then an unchecked exception gets created.

All catch blocks must be ordered from most specific to most general. If you have a catch clause for both IOException and Exception, you must put the catch for IOException first in your code. Otherwise, the IOException would be caught by catch(Exception e), because a catch argument can catch the specified exception or any of its subtypes! The compiler will stop you from defining catch clauses that can never be reached.

**The try-with-resources statement** is a try statement that declares one or more resources. A resource is an object that must be closed after the program is finished with it. The try-with-resources statement ensures that each resource is closed at the end of the statement. Any object that implements java.lang.AutoCloseable, which includes all objects which implement java.io.Closeable, can be used as a resource.

You may declare one or more resources in a try-with-resources statement.

A try-with-resources statement can have catch and finally blocks just like an ordinary try statement. In a try-with-resources statement, any catch or finally block is run after the resources declared have been closed.

An exception can be thrown from the block of code associated with the try-with-resources statement. In the example writeToFileZipFileContents, an exception can be thrown from the try block, and up to two exceptions can be thrown from the try-with-resources statement when it tries to close the ZipFile and BufferedWriter objects. If an exception is thrown from the try block and one or more exceptions are thrown from the try-with-resources statement, then those exceptions thrown from the try-with-resources statement are suppressed, and the exception thrown by the block is the one that is thrown by the writeToFileZipFileContents method. You can retrieve these suppressed exceptions by calling the Throwable.getSuppressed method from the exception thrown by the try block.

**JDBC**

Short for Java Database Connectivity, a Java API that enables Java programs to execute SQL statements. This allows Java programs to interact with any SQL-compliant database. Since nearly all relational database management systems (DBMSs) support SQL, and because Java itself runs on most platforms, JDBC makes it possible to write a single database application that can run on different platforms and interact with different DBMSs.

JDBC is similar to ODBC, but is designed specifically for Java programs, whereas ODBC is language-independent

Components of JDBC - JDBC Components, Connection Pools, Data Sources (A DataSource class brings another level of abstraction than directly using a connection object. Data source can be referenced by JNDI. Data Source may point to RDBMS, file System, any DBMS etc.), and MultiPools (pool of connection pools).

Loading Drivers - Class.forName(”Driver”);

Getting connection - Connection con = DriverManager.getConnection(url,“myLogin”, “myPassword”);

**JDBC Statements**

java.sql.Statement - Top most interface which provides basic methods useful for executing SELECT, INSERT, UPDATE and DELETE SQL statements.

java.sql.PreparedStatement - An enhanced version of java.sql.Statement which allows precompiled queries with parameters. It is more efficient to use java.sql.PreparedStatement if you have to specify parameters to your SQL queries. If you want to execute a Statement object many times, it will normally reduce execution time to use a PreparedStatement object instead.

The main feature of a PreparedStatement object is that, unlike a Statement object, it is given an SQL statement when it is created. The advantage to this is that in most cases, this SQL statement will be sent to the DBMS right away, where it will be compiled. As a result, the PreparedStatement object contains not just an SQL statement, but an SQL statement that has been precompiled. This means that when the PreparedStatement is executed, the DBMS can just run the PreparedStatement’s SQL statement without having to compile it first.

Although PreparedStatement objects can be used for SQL statements with no parameters, you will probably use them most often for SQL statements that take parameters. The advantage of using SQL statements that take parameters is that you can use the same statement and supply it with different values each time you execute it.

java.sql.CallableStatement - Allows you to execute stored procedures within a RDBMS which supports stored procedures (MySQL doesn’t support stored procedures at the moment).

Batch Updates - If you want to execute a set of statements, i.e. SQL statements at a time then we use batch update statement. resultset=pst.batchUpdate();

Let’s say there are 100 records need to be insert. If we execute normal statemets the no of transactions will be 100 (in terms of connection making to DB). using batch updates we can add 100 rec to batch and the no of transactions will be only one in this case. This will reduce the burdon on db, which is very costly in terms of resources.

**Stored procedure**

A stored procedure is a group of SQL statements that form a logical unit and perform a particular task. Stored procedures are used to encapsulate a set of operations or queries to execute on a database server. For example, operations on an employee database (hire, fire, promote, lookup) could be coded as stored procedures executed by application code. Stored procedures can be compiled and executed with different parameters and results, and they may have any combination of input, output, and input/output parameters. You can call a stored procedure using Callable statements.

AutoCommit - The DML operations by default are committed. If we wish to avoid the commit by default, setAutoCommit(false) has to be called on the Connection object. Once the statements are executed, commit() has to be called on the Connection object explicitly.

**RowSet**

The interface that adds support to the JDBC API for the JavaBeansTM component model. A rowset, which can be used as a JavaBeans component in a visual Bean development environment, can be created and configured at design time and executed at run time.

The RowSet interface provides a set of JavaBeans properties that allow a RowSet instance to be configured to connect to a JDBC data source and read some data from the data source. A group of setter methods (setInt, setBytes, setString, and so on) provide a way to pass input parameters to a rowset’s command property. This command is the SQL query the rowset uses when it gets its data from a relational database, which is generally the case.

The RowSet interface supports JavaBeans events, allowing other components in an application to be notified when an event occurs on a rowset, such as a change in its value.

The RowSet interface is unique in that it is intended to be implemented using the rest of the JDBC API. In other words, a RowSet implementation is a layer of software that executes “on top” of a JDBC driver. Implementations of the RowSet interface can be provided by anyone, including JDBC driver vendors who want to provide a RowSet implementation as part of their JDBC products.

A RowSet object may make a connection with a data source and maintain that connection throughout its life cycle, in which case it is called a connected rowset. A rowset may also make a connection with a data source, get data from it, and then close the connection. Such a rowset is called a disconnected rowset. A disconnected rowset may make changes to its data while it is disconnected and then send the changes back to the original source of the data, but it must reestablish a connection to do so.

**ResultSet**

A table of data representing a database result set, which is usually generated by executing a statement that queries the database.

A ResultSet object maintains a cursor pointing to its current row of data. Initially the cursor is positioned before the first row. The next method moves the cursor to the next row, and because it returns false when there are no more rows in the ResultSet object, it can be used in a while loop to iterate through the result set.

A default ResultSet object is not updatable and has a cursor that moves forward only. Thus, you can iterate through it only once and only from the first row to the last row. It is possible to produce ResultSet objects that are scrollable and/or updatable. The following code fragment, in which con is a valid Connection object, illustrates how to make a result set that is scrollable and insensitive to updates by others, and that is updatable. See ResultSet fields for other options.

**SQLWarning**

SQLWarning objects are a subclass of SQLException that deal with database access warnings. Warnings do not stop the execution of an application, as exceptions do.

They simply alert the user that something did not happen as planned. A warning can be reported on a Connection object, a Statement object (including PreparedStatement and CallableStatement objects), or a ResultSet object. Each of these classes has a getWarnings method, which you must invoke in order to see the first warning reported on the calling object.

E.g.

SQLWarning warning = stmt.getWarnings();

if (warning != null) {

while (warning != null) {

System.out.println(”Message: ” + warning.getMessage());

System.out.println(”SQLState: ” + warning.getSQLState());

System.out.print(”Vendor error code: “);

System.out.println(warning.getErrorCode());

warning = warning.getNextWarning();

}

}

How many types of JDBC Drivers are present and what are they?

There are 4 types of JDBC Drivers

• JDBC-ODBC Bridge Driver

• Native API Partly Java Driver

• Network protocol Driver

• JDBC Net pure Java Driver (Fastest)

**File I/O**

|  |
| --- |
| ObjectInput  DataInput  InputStream  Closeable  StringBufferInputStream  ObjectInputStream  ByteArrayInputStream  (Reading froma buffer containing the bytes)  FileInputStream  (Reading from a file)  FilterInputStream  PipedInputStream  SequenceInputStream  BufferedInputStream  DataInputStream  DataInputStream  dwdwefwfhth  LineNumberInputStream  PushbackInputStream |

**InputStream**

This abstract class is the superclass of all classes representing an input stream of bytes. Applications that need to define a subclass of InputStream must always provide a method that returns the next byte of input.

**ByteArrayInputStream**

A ByteArrayInputStream contains an internal buffer that contains bytes that may be read from the stream. An internal counter keeps track of the next byte to be supplied by the read method. Closing a ByteArrayInputStream has no effect. The methods in this class can be called after the stream has been closed without generating an IOException.

**FileInputStream**

A FileInputStream obtains input bytes from a file in a file system. What files are available depends on the host environment.FileInputStream is meant for reading streams of raw bytes such as image data. For reading streams of characters, consider using FileReader.

**FilterInputStream**

A FilterInputStream contains some other input stream, which it uses as its basic source of data, possibly transforming the data along the way or providing additional functionality. The class FilterInputStream itself simply overrides all methods of InputStream with versions that pass all requests to the contained input stream. Subclasses of FilterInputStream may further override some of these methods and may also provide additional methods and fields.

**BufferedInputStream**

A BufferedInputStream adds functionality to another input stream-namely, the ability to buffer the input and to support the mark and reset methods. When the BufferedInputStream is created, an internal buffer array is created. As bytes from the stream are read or skipped, the internal buffer is refilled as necessary from the contained input stream, many bytes at a time. The mark operation remembers a point in the input stream and the reset operation causes all the bytes read since the most recent mark operation to be reread before new bytes are taken from the contained input stream.

**DataInputStream**

A data input stream lets an application read primitive Java data types from an underlying input stream in a machine-independent way. An application uses a data output stream to write data that can later be read by a data input stream. DataInputStream is not necessarily safe for multithreaded access. Thread safety is optional and is the responsibility of users of methods in this class. One final point about most of DataInputStream’s methods: when the end of the stream is reached, they throw an EOFException.

**PushbackInputStream**

A PushbackInputStream adds functionality to another input stream, namely the ability to "push back" or "unread" one byte. This is useful in situations where it is convenient for a fragment of code to read an indefinite number of data bytes that are delimited by a particular byte value; after reading the terminating byte, the code fragment can "unread" it, so that the next read operation on the input stream will reread the byte that was pushed back. For example, bytes representing the characters constituting an identifier might be terminated by a byte representing an operator character; a method whose job is to read just an identifier can read until it sees the operator and then push the operator back to be re-read.

**PipedInputStream**

A piped input stream should be connected to a piped output stream; the piped input stream then provides whatever data bytes are written to the piped output stream. Typically, data is read from a PipedInputStream object by one thread and data is written to the corresponding PipedOutputStream by some other thread. Attempting to use both objects from a single thread is not recommended, as it may deadlock the thread. The piped input stream contains a buffer, decoupling read operations from write operations, within limits. A pipe is said to be broken if a thread that was providing data bytes to the connected piped output stream is no longer alive.

**SequenceInputStream**

A SequenceInputStream represents the logical concatenation of other input streams. It starts out with an ordered collection of input streams and reads from the first one until end of file is reached, whereupon it reads from the second one, and so on, until end of file is reached on the last of the contained input streams.

|  |
| --- |
| ObjectOutput  DataOutput  Flushable  Closeable  OutputStream  ByteArrayOutputStream  (Reading froma buffer containing the bytes)  ObjectOutputStream  PipedOutputStream  FilterOutputStream  FileOutputStream  (Reading from a file)  BufferedOutputStream  PrintStream  DataInputStream  dwdwefwfhth  DataOutputStream  DataInputStream  dwdwefwfhth |

**OutputStream**

This abstract class is the superclass of all classes representing an output stream of bytes. An output stream accepts output bytes and sends them to some sink. Applications that need to define a subclass of OutputStream must always provide at least a method that writes one byte of output.

**ByteArrayOutputStream**

This class implements an output stream in which the data is written into a byte array. The buffer automatically grows as data is written to it. The data can be retrieved using toByteArray() and toString(). Closing a ByteArrayOutputStream has no effect. The methods in this class can be called after the stream has been closed without generating an IOException.

**FilterOutputStream**

This class is the superclass of all classes that filter output streams. These streams sit on top of an already existing output stream (the underlying output stream) which it uses as its basic sink of data, but possibly transforming the data along the way or providing additional functionality. The class FilterOutputStream itself simply overrides all methods of OutputStream with versions that pass all requests to the underlying output stream. Subclasses of FilterOutputStream may further override some of these methods as well as provide additional methods and fields.

**FileOutputStream**

A file output stream is an output stream for writing data to a File or to a FileDescriptor. Whether or not a file is available or may be created depends upon the underlying platform. Some platforms, in particular, allow a file to be opened for writing by only one FileOutputStream (or other file-writing object) at a time. In such situations the constructors in this class will fail if the file involved is already open. FileOutputStream is meant for writing streams of raw bytes such as image data. For writing streams of characters, consider using FileWriter.

**BufferedOutputStream**

The class implements a buffered output stream. By setting up such an output stream, an application can write bytes to the underlying output stream without necessarily causing a call to the underlying system for each byte written.

**DataOutputStream**

A data output stream lets an application write primitive Java data types to an output stream in a portable way. An application can then use a data input stream to read the data back in.

**PrintStream**

A PrintStream adds functionality to another output stream, namely the ability to print representations of various data values conveniently. Two other features are provided as well. Unlike other output streams, a PrintStream never throws an IOException; instead, exceptional situations merely set an internal flag that can be tested via the checkError method. Optionally, a PrintStream can be created so as to flush automatically; this means that the flush method is automatically invoked after a byte array is written, one of the println methods is invoked, or a newline character or byte ('\n') is written.

All characters printed by a PrintStream are converted into bytes using the platform's default character encoding. The [PrintWriter](http://java.sun.com/javase/6/docs/api/java/io/PrintWriter.html) class should be used in situations that require writing characters rather than bytes.

**PipedOutputStream**

A piped output stream can be connected to a piped input stream to create a communications pipe. The piped output stream is the sending end of the pipe. Typically, data is written to a PipedOutputStream object by one thread and data is read from the connected PipedInputStream by some other thread. Attempting to use both objects from a single thread is not recommended as it may deadlock the thread. The pipe is said to be broken if a thread that was reading data bytes from the connected piped input stream is no longer alive.

PipedInputStream sIn = PipedInputStream();

PipedOutputStream sOut = PipedOutputStream(sIn);

**Serialization**

When you serialize an object, Java serialization takes care of saving that object's entire "object graph." That means a deep copy of everything the saved object needs to be restored.

If you mark an instance variable with transient, then serialization will simply skip it during serialization.

private void writeObject(ObjectOutputStream os) {

// your code for saving the Collar variables

}

private void readObject(ObjectInputStream os) {

// your code to read the Collar state, create a new Collar,

// and assign it to the Dog

}

1. Like most I/O-related methods writeObject() can throw exceptions. You can declare them or handle them but we recommend handling them.

2. When you invoke defaultWriteObject() from within writeObject() you're telling the JVM to do the normal serialization process for this object. When implementing writeObject(), you will typically request the normal serialization process, *and* do some custom writing and reading too.

3. In this case we decided to write an extra int (the collar size) to the stream that's creating the serialized Dog. You can write extra stuff before and/or after you invoke defaultWriteObject(). BUT…when you read it back in, you have to read the extra stuff in the same order you wrote it. Again, we chose to handle rather than declare the exceptions.

5. When it's time to deserialize, defaultReadObject() handles the normal deserialization you'd get if you didn't implement a readObject() method.

6. Finally we build a new Collar object for the Dog using the collar size that we manually serialized. (We had to invoke readInt() *after* we invoked defaultReadObject() or the streamed data would be out of sync!)

7. If you have variables marked transient, they will not be restored to their original state (unless you implement defaultReadObject()), but will instead be given the default value for that data type.

8. If you are a serializable class, but your superclass is NOT serializable, then any instance variables you INHERIT from that superclass will be reset to the values they were given during the original construction of the object. This is because the nonserializable class constructor WILL run!

**ObjectOutputStream**

An ObjectOutputStream writes primitive data types and graphs of Java objects to an OutputStream. The objects can be read (reconstituted) using an ObjectInputStream. The default serialization mechanism for an object writes the class of the object, the class signature, and the values of all non-transient and non-static fields. References to other objects (except in transient or static fields) cause those objects to be written also. Enum constants are serialized differently than ordinary serializable or externalizable objects. The serialized form of an enum constant consists solely of its name; field values of the constant are not transmitted. To serialize an enum constant, ObjectOutputStream writes the string returned by the constant's name method. The process by which enum constants are serialized cannot be customized; any class-specific writeObject and writeReplace methods defined by enum types are ignored during serialization. Similarly, any serialPersistentFields or serialVersionUID field declarations are also ignored--all enum types have a fixed serialVersionUID of 0L.

**ObjectInputStream**

ObjectInputStream is used to recover those objects previously serialized. Other uses include passing objects between hosts using a socket stream or for marshaling and unmarshaling arguments and parameters in a remote communication system. Only objects that support the java.io.Serializable or java.io.Externalizable interface can be read from streams. No-arg constructors are invoked for the non-serializable classes and then the fields of the serializable classes are restored from the stream starting with the serializable class closest to java.lang.object and finishing with the object's most specific class.

The readObjectNoData method is responsible for initializing the state of the object for its particular class in the event that the serialization stream does not list the given class as a superclass of the object being deserialized. This may occur in cases where the receiving party uses a different version of the deserialized instance's class than the sending party, and the receiver's version extends classes that are not extended by the sender's version. To deserialize an enum constant, ObjectInputStream reads the constant name from the stream; the deserialized constant is then obtained by calling the static method Enum.valueOf(Class, String) with the enum constant's base type and the received constant name as arguments.

**Collections**

A *collections framework* is a unified architecture for representing and manipulating collections. All collections frameworks contain the following:

**Interfaces:** These are abstract data types that represent collections. Interfaces allow collections to be manipulated independently of the details of their representation. In object-oriented languages, interfaces generally form a hierarchy.

**Implementations:** These are the concrete implementations of the collection interfaces. In essence, they are reusable data structures.

**Algorithms:** These are the methods that perform useful computations, such as searching and sorting, on objects that implement collection interfaces. The algorithms are said to be *polymorphic*: that is, the same method can be used on many different implementations of the appropriate collection interface. In essence, algorithms are reusable functionality.

Collections come in four basic flavors:

1. **Lists** *Lists* of things (classes that implement List).
2. **Sets** *Unique* things (classes that implement Set).
3. **Maps** Things with a *unique* ID (classes that implement Map).
4. **Queues** Things arranged by the order in which they are to be processed.

|  |  |
| --- | --- |
| **Java.lang.Comparable** | **Java.util.Comparator** |
| int objOne.compareTo(objTwo) | int compare(objOne, objTwo) |
| Returns negative if objOne < objTwo  zero if objOne == objTwo positive if objOne > objTwo | Same as Comparable |
| You must modify the class whose  instances you want to sort. | You build a class separate from the class whose instances you want to sort. |
| Only **one** sort sequence can be created | **Many** sort sequences can be created |
| Implemented frequently in the API by:  String, Wrapper classes, Date, Calendar... | Meant to be implemented to sort instances of third-party  classes. |

* The sort() methods for both the Collections class and the Arrays class are static methods, and that they alter the objects they are sorting, instead of returning a different sorted object.
* There's one Big Truth you need to know to understand why generics run without problems—the JVM has no idea that your ArrayList was supposed to hold only Integers. The typing information does not exist at runtime! All your generic code is strictly for the compiler. Through a process called "type erasure," the compiler does all of its verifications on your generic code and then strips the type information out of the class byte code. At runtime, ALL collection code—both legacy and new Java 5 code you write using generics—looks exactly like the pre-generic version of collections. None of your typing information exists at runtime.
* **public static** <T **extends** Object & Comparable<? **super** T>>

T max(Collection<T> coll)

This is an example of giving *multiple bounds* for a type parameter, using the syntax T1 & T2 ... & Tn. A type variable with multiple bounds is known to be a subtype of all of the types listed in the bound. When a multiple bound is used, the first type mentioned in the bound is used as the erasure of the type variable.

**Searching Arrays and Collections**

The Collections class and the Arrays class both provide methods that allow you to search for a specific element. When searching through collections or arrays, the following rules apply:

1. Searches are performed using the binarySearch() method.
2. Successful searches return the int index of the element being searched.
3. Unsuccessful searches return an int index that represents the *insertion point*. The insertion point is the place in the collection/array where the element would be inserted to keep the collection/array properly sorted. Because positive return values and 0 indicate successful searches, the binarySearch() method uses negative numbers to indicate insertion points. Since 0 is a valid result for a successful search, the first available insertion point is -1. Therefore, the actual insertion point is represented as (-(insertion point) -1). For instance, if the insertion point of a search is at element 2, the actual insertion point returned will be -3.
4. The collection/array being searched must be sorted before you can search it.
5. If you attempt to search an array or collection that has not already been sorted, the results of the search will not be predictable.
6. If the collection/array you want to search was sorted in natural order, it *must* be searched in natural order. (This is accomplished by NOT sending a Comparator as an argument to the binarySearch() method.)
7. If the collection/array you want to search was sorted using a Comparator, it *must* be searched using the same Comparator, which is passed as the second argument to the binarySearch() method. Remember that Comparators cannot be used when searching arrays of primitives.

**Generics**

1. Generics let you enforce compile-time type safety on Collections (or other classes and methods declared using generic type parameters).
2. An ArrayList<Animal> can accept references of type Dog, Cat, or any other subtype of Animal (subclass, or if Animal is an interface, implementation).
3. When using generic collections, a cast is not needed to get (declared type) elements out of the collection. With non-generic collections, a cast is required:

List<String> gList = new ArrayList<String>();

List list = new ArrayList();

// more code

String s = gList.get(0); // no cast needed

String s = (String)list.get(0); // cast required

1. You can pass a generic collection into a method that takes a non-generic collection, but the results may be disastrous. The compiler can't stop the method from inserting the wrong type into the previously type safe collection.
2. If the compiler can recognize that non-type-safe code is potentially endangering something you originally declared as type-safe, you will get a compiler warning. For instance, if you pass a List<String> into a method declared as void foo(List aList) { aList.add(anInteger); } the compiler will issue a warning because the add() method is potentially an "unsafe operation. Remember that "compiles without error" is not the same as "compiles without warnings."
3. Generic type information does not exist at runtime—it is for compile-time safety only. Mixing generics with legacy code can create compiled code that may throw an exception at runtime.
4. Polymorphic assignment applies only to the base type, not the generic type parameter. You can say

List<Animal> aList = new ArrayList<Animal>(); // yes

You can't say

List<Animal> aList = new ArrayList<Dog>(); // no

1. The polymorphic assignment rule applies everywhere an assignment can be made. The following are NOT allowed:

void foo(List<Animal> aList) { } // cannot take a List<Dog>

List<Animal> bar() { } // cannot return a List<Dog>

1. Wildcard syntax allows a generic method, accept subtypes (or supertypes) of the declared type of the method argument:

void addD(List<Dog> d) {} // can take only <Dog>

void addD(List<? extends Dog>) {} // take a <Dog> or <Beagle>

1. The wildcard keyword extends is used to mean either "extends" or "implements." So in <? extends Dog>, Dog can be a class or an interface.
2. **When using a wildcard, List<? extends Dog>, the collection can be accessed but not modified.**
3. **When using a wildcard, List<?>, any generic type can be assigned to the reference, but for access only, no modifications.**
4. As a workaround to modify the list in case of wildcard capture the helper methods can be used.

The WildcardError example produces a capture error when compiled:

import java.util.List;

public class WildcardError {

void foo(List<?> i) {

i.set(0, i.get(0));

}

}

In this example, the compiler processes the i input parameter as being of type Object. When the foo method invokes List.set(int, E), the compiler is not able to confirm the type of object that is being inserted into the list, and an error is produced. When this type of error occurs it typically means that the compiler believes that you are assigning the wrong type to a variable. Generics were added to the Java language for this reason — to enforce type safety at compile time.

The WildcardError example generates the following error when compiled by Oracle's JDK 7 javac implementation:

WildcardError.java:6: error: method set in interface List<E> cannot be applied to given types;

i.set(0, i.get(0));

^

required: int,CAP#1

found: int,Object

reason: actual argument Object cannot be converted to CAP#1 by method invocation conversion

where E is a type-variable:

E extends Object declared in interface List

where CAP#1 is a fresh type-variable:

CAP#1 extends Object from capture of ?

1 error

In this example, the code is attempting to perform a safe operation, so how can you work around the compiler error? You can fix it by writing a private helper method which captures the wildcard. In this case, you can work around the problem by creating the private helper method, fooHelper, as shown in WildcardFixed:

public class WildcardFixed {

void foo(List<?> i) {

fooHelper(i);

}

// Helper method created so that the wildcard can be captured

// through type inference.

private <T> void fooHelper(List<T> l) {

l.set(0, l.get(0));

}

}

1. Declaration conventions for generics use T for type and E for element:

public interface List<E> // API declaration for List

boolean add(E o) // List.add() declaration

1. The generics type identifier can be used in class, method, and variable declarations:

class Foo<T> { } // a class

T anInstance; // an instance variable

Foo(T aRef) {} // a constructor argument

void bar(T aRef) {} // a method argument

T baz() {} // a return type

The compiler will substitute the actual type.

1. You can use more than one parameterized type in a declaration:

public class UseTwo<T, X> { }

1. You can declare a generic method using a type not defined in the class:

public <T> void makeList(T t) { }

It is NOT using T as the return type. This method has a void return type, but to use T within the method's argument you must declare the <T>, which happens before the return type.

1. Multiple Bounds
2. The preceding example illustrates the use of a type parameter with a single bound, but a type parameter can have multiple bounds:

<T extends B1 & B2 & B3>

A type variable with multiple bounds is a subtype of all the types listed in the bound. If one of the bounds is a class, it must be specified first. For example:

Class A { /\* ... \*/ }

interface B { /\* ... \*/ }

interface C { /\* ... \*/ }

class D <T extends A & B & C> { /\* ... \*/ }

If bound A is not specified first, you get a compile-time error:

class D <T extends B & A & C> { /\* ... \*/ } // compile-time error

1. Effects of Type Erasure and Bridge Methods

Sometimes type erasure causes a situation that you may not have anticipated. The following example shows how this can occur. The example (described in Bridge Methods) shows how a compiler sometimes creates a synthetic method, called a bridge method, as part of the type erasure process.

Given the following two classes:

public class Node<T> {

public T data;

public Node(T data) { this.data = data; }

public void setData(T data) {

System.out.println("Node.setData");

this.data = data;

}

}

public class MyNode extends Node<Integer> {

public MyNode(Integer data) { super(data); }

public void setData(Integer data) {

System.out.println("MyNode.setData");

super.setData(data);

}

}

Consider the following code:

MyNode mn = new MyNode(5);

Node n = mn; // A raw type - compiler throws an unchecked warning

n.setData("Hello");

Integer x = mn.data; // Causes a ClassCastException to be thrown.

After type erasure, this code becomes:

MyNode mn = new MyNode(5);

Node n = (MyNode)mn; // A raw type - compiler throws an unchecked warning

n.setData("Hello");

Integer x = (String)mn.data; // Causes a ClassCastException to be thrown.

Here is what happens as the code is executed:

n.setData("Hello"); causes the method setData(Object) to be executed on the object of class MyNode. (The MyNode class inherited setData(Object) from Node.)

In the body of setData(Object), the data field of the object referenced by n is assigned to a String.

The data field of that same object, referenced via mn, can be accessed and is expected to be an integer (since mn is a MyNode which is a Node<Integer>.

Trying to assign a String to an Integer causes a ClassCastException from a cast inserted at the assignment by a Java compiler.

Bridge Methods

When compiling a class or interface that extends a parameterized class or implements a parameterized interface, the compiler may need to create a synthetic method, called a bridge method, as part of the type erasure process. You normally don't need to worry about bridge methods, but you might be puzzled if one appears in a stack trace.

After type erasure, the Node and MyNode classes become:

public class Node {

public Object data;

public Node(Object data) { this.data = data; }

public void setData(Object data) {

System.out.println("Node.setData");

this.data = data;

}

}

public class MyNode extends Node {

public MyNode(Integer data) { super(data); }

public void setData(Integer data) {

System.out.println("MyNode.setData");

super.setData(data);

}

}

After type erasure, the method signatures do not match. The Node method becomes setData(Object) and the MyNode method becomes setData(Integer). Therefore, the MyNode setData method does not override the Node setData method.

To solve this problem and preserve the polymorphism of generic types after type erasure, a Java compiler generates a bridge method to ensure that subtyping works as expected. For the MyNode class, the compiler generates the following bridge method for setData:

class MyNode extends Node {

// Bridge method generated by the compiler

//

public void setData(Object data) {

setData((Integer) data);

}

public void setData(Integer data) {

System.out.println("MyNode.setData");

super.setData(data);

}

// ...

}

As you can see, the bridge method, which has the same method signature as the Node class's setData method after type erasure, delegates to the original setData method.

1. Generics constructor

A constructor can be declared as generic, independently of whether the class that the constructor is declared in is itself generic. A constructor is generic if it declares one or more type variables. These type variables are known as the formal type parameters of the constructor. The form of the formal type parameter list is identical to a type parameter list of a generic class or interface. The interface constructor is generic.

class Test {

//Generics constructor

public <T> Test(T item){

System.out.println("Value of the item: " + item);

System.out.println("Type of the item: "

+ item.getClass().getName());

}

}

**Annotations**

1. A form of meta-data, provide data about a program that is not part of the program itself.
2. Helps the compiler to detect errors or suppress warnings.
3. Software tools can make use of annotations to generate any code or XML files and so forth.
4. Helps for runtime processing sometimes.
5. If @Retention annotation is not declared, the retention policy defaults to CLASS. Possible Values (SOURCE (discarded by the compiler), CLASS (retained by the compiler, discarded by JVM), RUNTIME (retained by JVM)
6. If Target is not declared, the declared type may be used on any program element. Possible Values (ANNOTATION\_TYPE, CONSTRUCTOR, FIELD, LOCAL\_VARIABLE, METHOD, TYPE, PACKAGE, PARAMETER)
7. Marker annotation does not contains any member declarations. By looking at presence of the annotation, we can do some specific actions.
8. Rules for defining Java annotations:

Annotation declaration should start with an ‘at’ sign like @, following with an interface keyword, following with the annotation name.

Method declarations should not have any parameters.

Method declarations should not have any throws clauses.

Return types of the method should be one of the following:-

primitives

String

Class

enum

array of the above types

The below annotations are used for annotations applied to other annotations:-

@Retention: – Specifies how the marked annotation is stored — whether in code only, compiled into the class, or available at runtime through reflection.

@Documented: – Marks another annotation for inclusion in the documentation.

@Target: – Marks another annotation to restrict what kind of java elements the annotation may be applied to

@Inherited: – Marks another annotation to be inherited to subclasses of annotated class (by default annotations are not inherited to subclasses).

1. Built in annotations - @Override, @Deprecated, @SuppressWarnings.

**Garbage Collection**

In Java, garbage collection (GC) provides automated memory management. The purpose of GC is to delete objects that can't be reached. Objects must be considered eligible before they can be garbage collected. An object is eligible when no live thread can reach it. Islands of objects can be GCed, even though they refer to each other.

Only the JVM decides when to run the GC, you can only suggest it. Request garbage collection with System.gc();.

Class Object has a finalize() method. The finalize() method is guaranteed to run once and only once before the garbage collector deletes an object. The garbage collector makes no guarantees, finalize() may never run. You can make an object ineligible for GC from within finalize().

Java 7 introduced the G1 collector intended to be replacement of CMS collectors it supports both compaction and allows for more predictable pause times being met since it calculates the number of regions which can be swept to meet the user specified pause time goal.

Java 8 has removed PermGen space and introduced metaspace for class definitions. Internalized Strings will be moved to heap space.

Behavior-Based Tuning

For the parallel collector, Java SE provides two garbage collection tuning parameters that are based on achieving a specified behavior of the application: maximum pause time goal and application throughput goal; see the section The Parallel Collector. (These two options are not available in the other collectors.) Note that these behaviors cannot always be met. The application requires a heap large enough to at least hold all of the live data. In addition, a minimum heap size may preclude reaching these desired goals.

Maximum Pause Time Goal

The pause time is the duration during which the garbage collector stops the application and recovers space that is no longer in use. The intent of the maximum pause time goal is to limit the longest of these pauses. An average time for pauses and a variance on that average is maintained by the garbage collector. The average is taken from the start of the execution but is weighted so that more recent pauses count more heavily. If the average plus the variance of the pause times is greater than the maximum pause time goal, then the garbage collector considers that the goal is not being met.

The maximum pause time goal is specified with the command-line option -XX:MaxGCPauseMillis=<nnn>. This is interpreted as a hint to the garbage collector that pause times of <nnn> milliseconds or less are desired. The garbage collector will adjust the Java heap size and other parameters related to garbage collection in an attempt to keep garbage collection pauses shorter than <nnn> milliseconds. By default there is no maximum pause time goal. These adjustments may cause garbage collector to occur more frequently, reducing the overall throughput of the application. The garbage collector tries to meet any pause time goal before the throughput goal. In some cases, though, the desired pause time goal cannot be met.

Throughput Goal

The throughput goal is measured in terms of the time spent collecting garbage and the time spent outside of garbage collection (referred to as application time). The goal is specified by the command-line option -XX:GCTimeRatio=<nnn>. The ratio of garbage collection time to application time is 1 / (1 + <nnn>). For example, -XX:GCTimeRatio=19 sets a goal of 1/20th or 5% of the total time for garbage collection.

The time spent in garbage collection is the total time for both the young generation and old generation collections combined. If the throughput goal is not being met, then the sizes of the generations are increased in an effort to increase the time that the application can run between collections.

Footprint Goal

If the throughput and maximum pause time goals have been met, then the garbage collector reduces the size of the heap until one of the goals (invariably the throughput goal) cannot be met. The goal that is not being met is then addressed.

Efficient collection is made possible by focusing on the fact that a majority of objects "die young." To optimize for this scenario, memory is managed in generations (memory pools holding objects of different ages). Garbage collection occurs in each generation when the generation fills up. The vast majority of objects are allocated in a pool dedicated to young objects (the young generation), and most objects die there. When the young generation fills up, it causes a minor collection in which only the young generation is collected; garbage in other generations is not reclaimed. Minor collections can be optimized, assuming that the weak generational hypothesis holds and most objects in the young generation are garbage and can be reclaimed. The costs of such collections are, to the first order, proportional to the number of live objects being collected; a young generation full of dead objects is collected very quickly. Typically, some fraction of the surviving objects from the young generation are moved to the tenured generation during each minor collection. Eventually, the tenured generation will fill up and must be collected, resulting in a major collection, in which the entire heap is collected. Major collections usually last much longer than minor collections because a significantly larger number of objects are involved.

![Description of Figure 3-2 follows](data:image/png;base64,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)  
[Description of "Figure 3-2 Default Arrangement of Generations, Except for Parallel Collector and G1"](http://docs.oracle.com/javase/8/docs/technotes/guides/vm/gctuning/img_text/jsgct_dt_001_armgnt_gn.html)

At initialization, a maximum address space is virtually reserved but not allocated to physical memory unless it is needed. The complete address space reserved for object memory can be divided into the young and tenured generations.

The young generation consists of eden and two survivor spaces. Most objects are initially allocated in eden. One survivor space is empty at any time, and serves as the destination of any live objects in eden; the other survivor space is the destination during the next copying collection. Objects are copied between survivor spaces in this way until they are old enough to be tenured (copied to the tenured generation).

By default, the young generation size is controlled by the parameter NewRatio. For example, setting -XX:NewRatio=3 (default value = 2) means that the ratio between the young and tenured generation is 1:3. In other words, the combined size of the eden and survivor spaces will be one-fourth of the total heap size.

**The following are general guidelines for server applications:**

First decide the maximum heap size you can afford to give the virtual machine. Then plot your performance metric against young generation sizes to find the best setting.

Note that the maximum heap size should always be smaller than the amount of memory installed on the machine to avoid excessive page faults and thrashing.

If the total heap size is fixed, then increasing the young generation size requires reducing the tenured generation size. Keep the tenured generation large enough to hold all the live data used by the application at any given time, plus some amount of slack space (10 to 20% or more).

Subject to the previously stated constraint on the tenured generation:

Grant plenty of memory to the young generation.

Increase the young generation size as you increase the number of processors, because allocation can be parallelized.

**Selecting a Collector**

Unless your application has rather strict pause time requirements, first run your application and allow the VM to select a collector. If necessary, adjust the heap size to improve performance. If the performance still does not meet your goals, then use the following guidelines as a starting point for selecting a collector.

If the application has a small data set (up to approximately 100 MB), then

Select the serial collector with the option -XX:+UseSerialGC.

If the application will be run on a single processor and there are no pause time requirements, then let the VM select the collector, or select the serial collector with the option -XX:+UseSerialGC.

If (a) peak application performance is the first priority and (b) there are no pause time requirements or pauses of 1 second or longer are acceptable, then let the VM select the collector, or select the parallel collector with -XX:+UseParallelGC.

If response time is more important than overall throughput and garbage collection pauses must be kept shorter than approximately 1 second, then select the concurrent collector with -XX:+UseConcMarkSweepGC or -XX:+UseG1GC.

**The Parallel Collector**

* The parallel collector (also referred to here as the throughput collector) is a generational collector similar to the serial collector; the primary difference is that multiple threads are used to speed up garbage collection. The parallel collector is enabled with the command-line option -XX:+UseParallelGC. By default, with this option, both minor and major collections are executed in parallel to further reduce garbage collection overhead.
* Enabling the parallel collector should make the collection pauses shorter. Because multiple garbage collector threads are participating in a minor collection, some fragmentation is possible due to promotions from the young generation to the tenured generation during the collection. Each garbage collection thread involved in a minor collection reserves a part of the tenured generation for promotions and the division of the available space into these "promotion buffers" can cause a fragmentation effect. Reducing the number of garbage collector threads and increasing the size of the tenured generation will reduce this fragmentation effect.
* The parallel collector (also known as the throughput collector) performs minor collections in parallel, which can significantly reduce garbage collection overhead. It is intended for applications with medium-sized to large-sized data sets that are run on multiprocessor or multithreaded hardware. The parallel collector is selected by default on certain hardware and operating system configurations, or can be explicitly enabled with the option -XX:+UseParallelGC. This option also enables parallel compaction for old generation. If required It can be disabled using –XX:-useParallelOldGC.
* Generation Size Adjustments: The statistics such as average pause time kept by the collector are updated at the end of each collection. The tests to determine if the goals have been met are then made and any needed adjustments to the size of a generation is made. The exception is that explicit garbage collections (for example, calls to System.gc()) are ignored in terms of keeping statistics and making adjustments to the sizes of generations. Growing and shrinking the size of a generation is done by increments that are a fixed percentage of the size of the generation so that a generation steps up or down toward its desired size. Growing and shrinking are done at different rates. By default a generation grows in increments of 20% and shrinks in increments of 5%. The percentage for growing is controlled by the command-line option -XX:YoungGenerationSizeIncrement=<Y> for the young generation and -XX:TenuredGenerationSizeIncrement=<T> for the tenured generation. The percentage by which a generation shrinks is adjusted by the command-line flag -XX:AdaptiveSizeDecrementScaleFactor=<D>. If the growth increment is X percent, then the decrement for shrinking is X/D percent.
* If the collector decides to grow a generation at startup, then there is a supplemental percentage is added to the increment. This supplement decays with the number of collections and has no long-term effect. The intent of the supplement is to increase startup performance. There is no supplement to the percentage for shrinking. If the maximum pause time goal is not being met, then the size of only one generation is shrunk at a time. If the pause times of both generations are above the goal, then the size of the generation with the larger pause time is shrunk first. If the throughput goal is not being met, the sizes of both generations are increased. Each is increased in proportion to its respective contribution to the total garbage collection time. For example, if the garbage collection time of the young generation is 25% of the total collection time and if a full increment of the young generation would be by 20%, then the young generation would be increased by 5%.

**Concurrent Mark Sweep (CMS) Collector**

* Results in shorter pause time although throughput takes a hit since it shares processor resources with the running application threads.
* Performs both minor and major collection. Both are done in same manner.
* The first step is mark where all application threads are stopped to identify all reachable object roots.
* Then it traces all the references from the roots without blocking the application.
* The next step is remark where any objects which could have been left untraced due to updates by application threads after the marking and tracing was finished. All application threads are paused again while executing this step. This pause tends to be little longer than the earlier one during mark phase.
* The sweep is carried out in parallel without blocvking the application execution.
* The CMS collector is enabled with the command-line option -XX:+UseConcMarkSweepGC.
* if the CMS collector is unable to finish reclaiming the unreachable objects before the tenured generation fills up, or if an allocation cannot be satisfied with the available free space blocks in the tenured generation, then the application is paused and the collection is completed with all the application threads stopped. The inability to complete a collection concurrently is referred to as **concurrent mode failure** and indicates the need to adjust the CMS collector parameters.
* Since application threads and the garbage collector thread run concurrently during a major collection, objects that are traced by the garbage collector thread may subsequently become unreachable by the time collection process ends. Such unreachable objects that have not yet been reclaimed are referred to as floating garbage.
* Based on recent history, the CMS collector maintains estimates of the time remaining before the tenured generation will be exhausted and of the time needed for a concurrent collection cycle. Using these dynamic estimates, a concurrent collection cycle is started with the aim of completing the collection cycle before the tenured generation is exhausted. These estimates are padded for safety, because concurrent mode failure can be very costly.
* A concurrent collection also starts if the occupancy of the tenured generation exceeds an initiating occupancy (a percentage of the tenured generation). The default value for this initiating occupancy threshold is approximately 92%, but the value is subject to change from release to release. This value can be manually adjusted using the command-line option -XX:CMSInitiatingOccupancyFraction=<N>, where <N> is an integral percentage (0 to 100) of the tenured generation size.

**Garbage-First Collector**

* The Garbage-First (G1) garbage collector is fully supported in Oracle JDK 7 update 4 and later releases. The G1 collector is a server-style garbage collector, targeted for multi-processor machines with large memories. It meets garbage collection (GC) pause time goals with high probability, while achieving high throughput.
* The G1 GC is a regionalized and generational garbage collector, which means that the Java object heap (heap) is divided into a number of equally sized regions. Upon startup, the Java Virtual Machine (JVM) sets the region size. The region sizes can vary from 1 MB to 32 MB depending on the heap size. The goal is to have no more than 2048 regions. The eden, survivor, and old generations are logical sets of these regions and are not contiguous.
* **A Young GC in G1:** Live objects are evacuated (i.e., copied or moved) to one or more survivor regions. If the aging threshold is met, some of the objects are promoted to old generation regions. This is a stop the world (STW) pause.
* **Old Generation Collection with G1:**

| **Phase** | **Description** |
| --- | --- |
| (1) Initial Mark *(Stop the World Event)* | This is a stop the world event. With G1, it is piggybacked on a normal young GC. Mark survivor regions (root regions) which may have references to objects in old generation. |
| (2) Root Region Scanning | Scan survivor regions for references into the old generation. This happens while the application continues to run. The phase must be completed before a young GC can occur. |
| (3) Concurrent Marking | Find live objects over the entire heap. This happens while the application is running. This phase can be interrupted by young generation garbage collections. A concurrent marking phase is started when the occupancy of the entire Java heap reaches the value of the parameter InitiatingHeapOccupancyPercent. The default value of InitiatingHeapOccupancyPercent is 45. To ensure that the semantics of snapshot-at-the beginning are met, G1 GC requires that all the concurrent updates to the object graph made by the application threads leave the previous reference known for marking purposes.  This is achieved by the use of the Pre-Write barriers (not to be confused with Post-Write barriers discussed later and memory barriers that relate to multithreaded programming). Their function is to, whenever you write to a field while G1 Concurrent Marking is active, store the previous referee in the so-called log buffers, to be processed by the concurrent marking threads. |
| (4) Remark *(Stop the World Event)* | Completes the marking of live object in the heap. For G1, it briefly stops the application threads to stop the inflow of the concurrent update logs and processes the little amount of them that is left over, and marks whatever still-unmarked objects that were live when the concurrent marking cycle was initiated. This phase also performs some additional cleaning, e.g. reference processing (see the Evacuation Pause log) or class unloading. |
| (5) Cleanup *(Stop the World Event and Concurrent)* | * Performs accounting on live objects and completely free regions. (Stop the world) * Scrubs the Remembered Sets. (Stop the world) * Reset the empty regions and return them to the free list. (Concurrent). |
| (\*) Copying/ Evacuation Pause Mixed *(Stop the World Event)* | These are the stop the world pauses to evacuate or copy live objects to new unused regions. This can be done with young generation regions which are logged as [GC pause (young)]. Or both young and old generation regions which are logged as [GC Pause (mixed)].  After the mark phase completes, G1 knows which regions are mostly empty. It collects in these regions first, which usually yields a large amount of free space. This is why this method of garbage collection is called Garbage-First. As the name suggests, G1 concentrates its collection and compaction activity on the areas of the heap that are likely to be full of reclaimable objects, that is, garbage. G1 uses a pause prediction model to meet a user-defined pause time target and selects the number of regions to collect based on the specified pause time target.  This evacuation is performed in parallel on multi-processors, to decrease pause times and increase throughput. Thus, with each garbage collection, G1 continuously works to reduce fragmentation, working within the user defined pause times. **This is beyond the capability of both the previous methods. CMS (Concurrent Mark Sweep) garbage collection does not do compaction. ParallelOld garbage collection performs only whole-heap compaction, which results in considerable pause times.** |

* G1 copies objects from one or more regions of the heap to a single region on the heap, and in the process both compacts and frees up memory. Applications running today with either the CMS or the ParallelOld garbage collector would benefit switching to G1 if the application has one or more of the following traits.
  + More than 50% of the Java heap is occupied with live data.
  + The rate of object allocation rate or promotion varies significantly.
  + Undesired long garbage collection or compaction pauses (longer than 0.5 to 1 second)
* G1 is planned as the long term replacement for the Concurrent Mark-Sweep Collector (CMS). Comparing G1 with CMS, there are differences that make G1 a better solution. One difference is that G1 is a compacting collector. G1 compacts sufficiently to completely avoid the use of fine-grained free lists for allocation, and instead relies on regions. This considerably simplifies parts of the collector, and mostly eliminates potential fragmentation issues. Also, G1 offers more predictable garbage collection pauses than the CMS collector, and allows users to specify desired pause targets.
* In G1, the failure (exhaustion of the Java heap) occurs while G1 is copying live data out of one region (evacuating) into another region. The copying is done to compact the live data. If a free (empty) region cannot be found during the evacuation of a region being garbage collected, then an allocation failure occurs (because there is no space to allocate the live objects from the region being evacuated) and a stop-the-world (STW) full collection is done.

**Multithreading**

**Defining, Instantiating, and Starting Threads**

A *thread of execution* is an individual process (a "lightweight" process) that has its own call stack. In Java,

there is *one thread per call stack*—or, to think of it in reverse, *one call stack per thread*.

The JVM, which gets its turn at the CPU by whatever scheduling mechanism the underlying OS uses, operates like a mini-OS and schedules *its* own threads regardless of the underlying operating system.

Threads can be created by extending Thread and overriding the public void run() method.

Thread objects can also be created by calling the Thread constructor that takes a Runnable argument. The Runnable object is said to be the *target* of the thread.

If you create a thread using the no-arg constructor, the thread will call its own run() method when it's time to start working. That's exactly what you want when you extend Thread, but when you use Runnable, you need to tell the new thread to use *your* run()method rather than its own. The Runnable you pass to the Thread constructor is called the *target* or the *target Runnable.*

You can call start() on a Thread object only once. If start() is called more than once on a Thread object, it will throw a RuntimeException.

It is legal to create many Thread objects using the same Runnable object as the target.

When a Thread object is created, it does not become a *thread of execution* until its start() method is invoked. When a Thread object exists but hasn't been started, it is in the *new* state and is not considered *alive*.

A thread is done being a thread when its target run() method completes.

**Transitioning Between Thread States**

Once a new thread is started, it will always enter the runnable state. The thread scheduler can move a thread back and forth between the runnable state and the running state.

For a typical single-processor machine, only one thread can be running at a time, although many threads may be in the runnable state.

There is no guarantee that the order in which threads were started determines the order in which they'll run.

There's no guarantee that threads will take turns in any fair way. It's up to the thread scheduler, as determined by the particular virtual machine implementation. If you want a guarantee that your threads will take turns regardless of the underlying JVM, you can use the sleep() method. This prevents one thread from hogging the running process while another thread starves. (In most cases, though, yield() works well enough to encourage your threads to play together nicely.). sleep() and yield() methods are static methods defined in such a way that they affect the current thread instance only.

A running thread may enter a blocked/waiting state by a wait(), sleep(), or join() call.

A running thread may enter a blocked/waiting state because it can't acquire the lock for a synchronized block of code.

When the sleep or wait is over, or an object's lock becomes available, the thread can only reenter the runnable state. It will not *go* directly from waiting to running (well, for all practical purposes anyway).

A dead thread cannot be started again.

|  |
| --- |
|  |

**Sleep, Yield, Join and Interrupt**

Sleeping is used to delay execution for a period of time, and no locks are released when a thread goes to sleep.

A sleeping thread is guaranteed to sleep for at least the time specified in the argument to the sleep() method (unless it's interrupted), but there is no guarantee as to when the newly awakened thread will actually return to running.

The sleep() method is a static method that sleeps the currently executing thread's state. One thread *cannot* tell another thread to sleep.

The setPriority() method is used on Thread objects to give threads a priority of between 1 (low) and 10 (high), although priorities are not guaranteed, and not all JVMs recognize 10 distinct priority levels—some levels may be treated as effectively equal. If not explicitly set, a thread's priority will have the same priority as the priority of the thread that created it. The yield() method *may* cause a running thread to back out if there are runnable threads of the same priority. There is no guarantee that this will happen, and there is no guarantee that when the thread backs out there will be a *different* thread selected to run. A thread might yield and then immediately reenter the running state.

The closest thing to a guarantee is that at any given time, when a thread is running it will usually not have a lower priority than any thread in the runnable state. If a low-priority thread is running when a high-priority thread enters runnable, the JVM will usually preempt the running low-priority thread and put the high-priority thread in.

When one thread calls the join() method of another thread, the currently running thread will wait until the thread it joins with has completed. Think of the join() method as saying, "Hey thread, I want to join on to the end of you. Let me know when you're done, so I can enter the runnable state."

Besides sleep, yield, join, we also have the following scenarios in which a thread might leave the running state:

The thread's run() method completes.

A call to wait() on an object (we don't call wait() on a *thread*, as we'll see in a moment).

A thread can't acquire the *lock* on the object whose method code it's attempting to run.

The thread scheduler can decide to move the current thread from running to runnable in order to give another thread a chance to run. No reason is needed—the thread scheduler can trade threads in and out whenever it likes.

On using an interrupt call on a thread its gets interrupted. The post interruption behavior can be defined by handling the interrupted exception, or by checking on the interrupted flag for the thread instance.

**Concurrent Access Problems and Synchronized Threads**

synchronized methods prevent more than one thread from accessing an object's critical method code simultaneously.

You can use the synchronized keyword as a method modifier, or to start a synchronized block of code. Only methods (or blocks) can be synchronized, not variables or classes. To synchronize a block of code (in other words, a scope smaller than the whole method), you must specify an argument that is the object whose lock you want to synchronize on.

While only one thread can be accessing synchronized code of a particular instance, multiple threads can still access the same object's *un*synchronized code.

When a thread goes to sleep, its locks will be unavailable to other threads.

static methods can be synchronized, using the lock from the java.lang.Class instance representing that class.

A thread can acquire more than one lock. For example, a thread can enter a synchronized method, thus acquiring a lock, and then immediately invoke a synchronized method on a different object, thus acquiring that lock as well. As the stack unwinds, locks are released again. Also, if a thread acquires a lock and then attempts to call a synchronized method on that same object, it’s allowed to do so. The JVM knows that this thread already has the lock for this object, so the thread is free to call other synchronized methods on the same object, using the lock the thread already has. This is termed as reentrant synchronization.

Reads and writes are atomic for reference variables and for most primitive variables (all types except long and double).

Reads and writes are atomic for all variables declared volatile (including long and double variables).

**Communicating with Objects by Waiting and Notifying**

All three methods—wait(), notify(), and notifyAll()—must be called from within a synchronized context! A thread invokes wait() or notify() on a particular object, and the thread must currently hold the lock on that object.

The wait() method lets a thread say, "there's nothing for me to do now, so put me in your waiting pool and notify me when something happens that I care about." Basically, a wait() call means "wait me in your pool," or "add me to your waiting list." When the thread waits, it temporarily releases the lock for other threads to use, but it will need it again to continue execution.

The notify() method is used to send a signal to one and only one of the threads that are waiting in that same object's waiting pool.

The notify() method can NOT specify which waiting thread to notify.

The method notifyAll() works in the same way as notify(), only it sends the signal to *all* of the threads waiting on the object.

**Deadlocked Threads**

Deadlocking is when thread execution grinds to a halt because the code is waiting for locks to be removed from objects.

Deadlocking can occur when a locked object attempts to access another locked object that is trying to access the first locked object. In other words, both threads are waiting for each other's locks to be released; therefore, the locks will *never* be released!

Starvation occurs when thread is not able to gain access of resources like CPU etc. due to presence of high priority/ greedy threads.

Livelock occurs when threads are busy giving responses to each other/ or context switching.

**High level concurrency objects:**

[Lock objects](file:///D:\Documents\Resources%20(Books%20and%20Links)\J2EE%20&%20DB%20Resources\Core%20Java\tutorial\essential\concurrency\newlocks.html) support locking idioms that simplify many concurrent applications.

[Executors](file:///D:\Documents\Resources%20(Books%20and%20Links)\J2EE%20&%20DB%20Resources\Core%20Java\tutorial\essential\concurrency\executors.html) define a high-level API for launching and managing threads. Executor implementations provided by java.util.concurrent provide thread pool management suitable for large-scale applications. There are three different interfaces Executor, ExecutorService and ScheduledExecutorService.

[Concurrent collections](file:///D:\Documents\Resources%20(Books%20and%20Links)\J2EE%20&%20DB%20Resources\Core%20Java\tutorial\essential\concurrency\collections.html) make it easier to manage large collections of data, and can greatly reduce the need for synchronization.

[Atomic variables](file:///D:\Documents\Resources%20(Books%20and%20Links)\J2EE%20&%20DB%20Resources\Core%20Java\tutorial\essential\concurrency\atomicvars.html) have features that minimize synchronization and help avoid memory consistency errors.

ThreadPools consist of worker threads. These are used to execute multiple threads.

|  |
| --- |
| Collection  List  Queue  Set  SortedSet  PriorityQueue  DataInputStream  dwdwefwfhth  LinkedList  Vector  ArrayList  TreeSet  (Reading from a file)  LinkedHashSet  (Reading froma buffer containing the bytes)  HashSet  Object  Map  SortedMap  Collections  Array  HashMap  HashTable  LinkedHashMap  TreeMap |

**Also read the Collections and Generics material from the SUN tutorial.**