Testing the effectiveness of using a thesaurus on information retrieval

In this project, we set out to test the effectiveness of using a thesaurus to improve the search results of a simple search engine. To do so a testbed was created, the thesaurus function was implemented and a simple experiment was conducted to compared the performance of the system before and after the thesaurus. The main finding is that the thesaurus increases recall and decrease MAP, NDCG.

# Implementation details

## Testbed creation

The testbed was created using documents from various from the web [1]–[30]. Three different themes dominate the collection. Food, computer science fields of research and postgraduates scholarships. The three queries are related to these themes. Thus, the three chosen queries are:

1. **traditional Ivorian meals**
2. **postgraduate bursary**
3. **specialisations in computer science**

The length of the queries was kept relatively short on purpose since the simple search system uses an OR rule to get as accurate results as possible. Although the queries were saved in a text files, it was deemed more user friendly to enter the query as command line parameter.

## Thesaurus Functionality

The implementation of thesaurus function was as simple as described below. It was implemented using the python library called thesaurus. This library was chosen mainly because of the simplicity of its interface.

Two approaches were considered. The implementation at indexing level, at query or both. At indexing, this will involve indexing the initial term and its synonyms. There are two apparent drawbacks to this approach. First, the index will easily become very large. Secondly, the synonyms returned by the thesaurus libraries are not very accurate and do not consider any contextual meaning for single word input. Although, the recall may increase, this might lead to a significant decrease in precision.

The query level implementation seems more natural.

Thus, given a query, the synonyms of each term in the query are retrieved and appended to the list of initial terms. The initial terms and their synonyms are used to query the indexed documents/files.

The code snippet below shows the additional code added to the given query.py file. The thesaurus library used sometimes returns input word as synonym. If this occurs, it is removed from the synonyms to avoid duplicates.

**if** parameters**.**thesaurus**:**

synonyms **=** **[]**

**for** term **in** query\_words**:**

**if** term **!=** ""**:**

word **=** Word**(**term**)**

synonyms **+=** word**.**synonyms**()**

**if** term **in** synonyms**:**

synonyms**.**remove**(**term**)**

query\_words **+=** synonyms

This approach does not require any increase in storage required for the index. Besides, it limits the number of irrelevant documents that would have been retrieved if all the synonyms were indexed as discussed in the first approach. Given these reason, the thesaurus functionality was only implemented at query level. Similar to other functionalities, the activation of this functionality is controlled by a Boolean variable defined in the parameters.py file as thesaurus. A True value corresponds to ON and False to OFF.

## Relevance metrics calculations

The relevance metrics calculations were done at the end of the query.py file. All the metrics were calculated at ten (10) because simple search only returns the first ten results.

### Recall and Precision

The recall and precision are defined as:

The *total number of documents returned* is the minimum value between 10 and the number of documents matched.

Given a query – query.1, query.2, or query.3, getting the *number of relevant documents returned* and the *total number of relevant documents* requires reading from the corresponding relevant judgement file among relevance.1, relevance.2, or relevance.3.

To achieve this, three Boolean variables were defined and initialised to False in the parameter.py file namely query1, query2, and query3. Depending on the query, the corresponding Boolean variable should be set to True.

The relevance judgements of the documents are then loaded into a list in order. To access a particular document’s index, we just need to index the list with the document’s identifier minus one.

Thus, *number of relevant documents returned* is obtained by counting the number of documents returned whose relevance judgment is greater than 0. Similarly, the *total number of relevant documents* is obtained by counting the number of 1s and 2s in the list of relevant documents.

### Mean Average Precision: MAP

To compute the MAP, different precisions were calculated, as described in the above subsection, at different values: from 1 through N. Where N is the minimum between 10 and the total number of documents matched. For a given query, the average of these precisions gives the average precision (AP).

The MAP can be obtained for all the three queries by finding the mean value of the three APs. This last step was done manually.

### Normalized Discounted Cumulative Gain: NDCG

NDCG was calculated using the formula below.

DCG was computed as follows. For each returned document its relevant judgment value was divided by log2(i + 1), where, i is the rank of the document and added to an accumulator.

The ideal DCG, IDCG was calculated by re-sorting the returned documents according to their relevant judgment values first and recalculating the DCG.

NDCG was obtained by dividing DCG by IDCG.

In order to test the system, all the functionalities except the thesaurus were set to True together with the correct query Boolean – query1, query2, query3. The metrics values were then printed out and recorded as before values. This was done for each query. The after values were obtained by repeating the same experiment with the thesaurus Boolean set to True. The results are presented in the next section.

# Results and Analysis

Table 1: Simple Search Performance Before and After Thesaurus

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Recall | | Precision | | AP | | NDCG | |
|  | ***Before*** | ***After*** | ***Before*** | ***After*** | ***Before*** | ***After*** | ***Before*** | ***After*** |
| *Query 1* | 0.80 | 1.00 | 0.50 | 0.50 | 0.67 | 0.59 | 0.92 | 0.89 |
| *Query 2* | 0.375 | 1.00 | 1.00 | 0.89 | 1.00 | 0.99 | 1.00 | 1.00 |
| *Query 3* | 0.75 | 0.88 | 0.60 | 0.70 | 0.89 | 0.75 | 0.90 | 0.88 |
| *Mean* | 0.64 | 0.96 | 0.70 | 0.70 | MAP=0.85 | MAP=0.78 | 0.94 | 0.92 |

Figure 1: Bar chart of Simple Search Performance Before and After Thesaurus

Figure 2: Bar chart of Simple Search Average Performance Before and After Thesaurus

On average, the thesaurus increases the recall from 64% to 96%, decreases the MAP (85% to 78%) and NDCG (94% to 92%) but precision remains fairly the same for the chosen queries. This is as expected except the precision which remained constant. This apparent anomaly can be explained by the relatively small number of relevant documents in the testbed for the given queries.

In conclusion, the effectiveness of the thesaurus depends on the particular application. That is whether recall is more important than other metrics. Given that, NDCG is more robust metric, one could argue that in this experiment, it did not improve the results.
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