**开题报告**

**516030910370 周笑**

**课题名称：** 舆情文本多分类与敏感性检测技术研究与实现

**课题性质：**  设计

**课题来源：** 预研

**课题研究目的和意义（含国内外研究现状综述）：**

文本分类是指计算机将载有信息的一篇文本映射到预先给定的某一类别或某几类别主题的过程。随着大数据时代的到来，文本分类正越来越受到大家的关注。有效的文本分类方法,可以建立智能推荐系统,使其可以根据用户的个人兴趣来定位并推荐相关的新闻资料。这样的优势使得文本多分类任务愈发受到企业的青睐。

此课题就基于BERT[9]（Bidirectional Encoder Representation from Transformers）方法来实现文本多分类的功能。BERT诞生于2018年10月，作为当时最新的state of the art模型，通过预训练和精调横扫了11项NLP任务，相对RNN更加高效、能捕捉更长距离的依赖。SQuAD 2.0 leaderboard[10]中前17个系统， CoQA leaderboard[11]排前五的系统全部是基于BERT模型设计的。这足以说明BERT模型在文本分类中的能力。

国内外对于文本多分类也进行了长时间的研究，获得了许多成果。比如XLNet[1]模型，在许多方面达到了超越BERT的表现。XLNet还提出了新的训练机制，如Permutation Language Model，Two-Stream Self-Attention和Recurrence Mechanism[2]。此外，还有其他模型提出基于 BERT 的改进，让 BERT 发挥更大的潜能。如Facebook AI 联合 UW 发布的 BERT 预训练模型RoBERTa[5]，通过修改模型的预训练任务和目标使模型达到更好的效果的SpanBERT[6]，以及将 Multi-Task 与 BERT 结合起来，使得模型能在更多的数据上进行训练的同时还能获得更好的迁移能力的MT-DNN[7]。

此外，还有学者尝试在不同情境下提高BERT模型的表现。如Argument Reasoning Comprehension[3]任务和Natural Language Inference[4]任务，都取得了显著的提高[8]。

虽然BERT在许多多面仍有提高的空间，但BERT作为这些新模型的基础，仍具有可观的研究价值和提升潜力。此课题旨在通过BERT方法，实现在真实平台上可用，有效，高效的文本多分类模型，并在敏感词检测任务中进行实践。

**课题研究内容：**

主要任务是结合BERT（Bidirectional Encoder Representation from Transformers）预训练模型对舆情内容进行多分类。研究如何结合BERT技术检测中文舆情文本敏感性并提升中文舆情内容多分类准确率。将相关研究成果应用于舆情事件监控领域。

**研究方法和研究思路（技术路线）:**

根据课题需求，我把此课题的研究分为三部分：模型训练部分，敏感词检测部分和集成部分。

首先我会根据文本长度，将文本分类为长文本和短文本，并根据长短文本不同的特性，对训练集和训练模型进行不同的参数设置，并在测试模型的时候根据表现进行调整。实现针对长或短文本的针对性训练模型。目的是实现更好的准确度，以达到课题的要求。

第二部分是敏感词检测。相对于第一部分来说，敏感词检测相当于一个文本多分类的应用。但是数据集与普通长短文本不同。因此，我会根据敏感词检测的要求，调整训练集和训练方式，以求达到最大化的准确度和效率。

第三部分是集成。因为我们的模型最终都要在集成平台上使用，因此能否在集成平台上实现训练集中的效果也是一项艰巨的挑战。因此我会多加测试，并把集成环境中的结果与训练结果相比对，从中发现问题，并作出针对性的调整，使我的模型能够很好地兼容平台，并做到准确度达标。

综上所述，文本多分类模型是敏感词检测的基础，敏感词检测是一项文本多分类的应用，而这两者都要受到集成平台的制约和影响。我将把重点放在这三部分的实现上，以期高品质地完成这个课题。

如图：
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**预期研究结果：（可选填）**

（1） 研究基于评价指标准确率（accuracy）的中文舆情内容长文本分类，基于THUCNEWS中文新闻长文本标注数据集（http://106.13.187.75:8003/download/?dataset\_name=thucnews）的准确率不低于95.35

（2） 研究基于评价指标准确率（accuracy）的中文舆情内容短文本分类，基于今日头条中文新闻短文本分类数据集（http://106.13.187.75:8003/download/?dataset\_name=tnews）的准确率不低于89.78

（3） 研究基于中文舆情文本关键词、语义的敏感内容检测技术。

（4） 在现有舆情事件分析系统中集成上述方法。

**计划进度安排：**

（1） 在第一阶段检测时，实现针对中文舆情内容实现结合BERT技术的长短文本的分类模型训练。

（2） 在中期检测时，实现针对中文舆情内容实现敏感性检测。

（3） 在五月完成本科毕业论文，论文不少于2.5万字。
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