NN : 뉴럴 네트워크?, 뉴랄넷? : error를 이용

두뇌를 흉내, 기본 단위를 뉴런이라 부른다.
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선은 w

겹y <- f(겹x, 겹w)

D={(겹xi, 겹yi)}i는 1부터 n까지 => w, s.t. y = f(겹x, 겹w)

1. 겹xd를 NN에 입력.

2. hidden unit 값 계산

Si = sigma from j wij xj

xi = small sigma(Si) = 1/(1+e^(-Si))

3. output unit에 값 계산

Sk = sigma wki xi

4. y(hat)k와 yk 값을 비교해서 error 계산.

Ed(겹w) = 1/2 \* sigma from k=1 to m (yk – y(hat)k)^2 + a\*C(겹w) <- 복잡도

5. w의 값을 조정.(error minimize 하도록)

wi <- wi + (learning rate) \* (겹y – 겹y(hat))xi

6. hidden ~~ weight 층에도 반복

히든 뉴런의 개수를 조정, 개수가 낮으면 복잡도가 낮아지고 에러가 많이 발생한다, 복잡한 문제를 해결 x

개수가 많으면 overfitting : 패턴을 찾는 것이 아니라..

Occam’s Razor : 어떤 이론이나 model을 만들 때 똑 같은 현상에 대해 설명하는 게 있으면 간단한 것을 선택하라.

Decision tree : entropy를 이용한다.

y <- f(겹x, DT)

Data ->(학습) DT

\* Entropy

- uncertainty

- order

- 엔트로피 – H(p) = - sigma i pi \* log(pi)

p0 = 0.9

p1(우수 고객) = 0.1

Ii = log(1/pi) = -log(pi)

Ii 의 평균은 엔트로피. 따라서 엔트로피는 평균 정보량.

![](data:image/png;base64,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)

\* 데이터가 많아지면 DT는 사용 못한다.

\* 정확도는 NN과 DT 둘 다 비슷하다.

\* DT는 NN보다 이해하기 쉽다.

\* DT에서 path를 따라가면 association rule이다.

예) 강남에 살고 나이가 좀 있고 여자면 -> 우수 고객이다.