# 粒子场优化Particle Field Optimization

加拿大的Nathan Bell和B. John Oommen于2015年，提出了一种新的、抽象的粒子群优化（PSO）系统视角，视图抛弃单个粒子构成的群体，而是通过场（field）或分布（distribution）来描述每个粒子。各种场的更新策略类似于汤普森采样（Thompson’s sampling）。通过这种抽象，提出了新的粒子场优化算法（Particle Field Optimization，PFO），从而利用这一新的视角来实现与传统PSO完全不同的模型和行为。

## PSO

基本PSO可以参考之前的博文——[群体智能之粒子群优化（PSO）](https://blog.csdn.net/hba646333407/article/details/103064859)，这里不再赘述。

## Bare Bones Particle Swarm（BBPS）

BBPS是PSO的一种变体，它试图模拟基本粒子群算法的高层行为，同时使用一种更简单的粒子更新策略。对基本粒子群优化系统的观察表明，即使没有复杂的速度和加速度分量，也可以实现非常相似的行为模式。此外，在系统处于群体停滞状态(即当个人和全局最佳点保持不变时)时，使用标准速度策略对单个粒子的观察产生了钟形曲线非常明显的直方图。通过这一现象导致可以推测：即\*\*不必处理粒子的速度和加速度\*\*，每个粒子只需对通过近似所观察到的直方图所构造的随机分布进行抽样就可以得到更新。

BBPS彻底消除了粒子的速度分量，仅通过采样高斯分布来确定粒子的下一位置。该高斯分布在每个维度上是随机构造和采样的，其均值为全局最优解个体历史最优的平均值，方差为全局最优解和个体最优解在各个维度上上的绝对距离。给定一个位置为$\vec{X}\_{i}$为的粒子$i$，其个体最优点为$\vec{P}\_{i}$，全局最优点为$\vec{P}\_{g}$，则粒子的下一位置通过下式确定：

$$

\overrightarrow{P\_{m}}=\frac{\vec{P}\_{i}+\vec{P}\_{g}}{2}, \quad \vec{X}\_{i}=\overrightarrow{\mathcal{N}}\left(\overrightarrow{P\_{m}}, \overrightarrow{\sigma^{2}}\right)

$$

其中$\overrightarrow{\mathcal{N}}$表示逐个维度创建高斯随机向量的函数，且以$\overrightarrow{P\_{m}}$为中心，$\sigma$是每个维度上的标准偏差向量，比例于$\vec{P}\_{i}$和$\vec{P}\_{g}$在每个维度上的绝对差值。

该更新策略比基本的粒子群速度策略稍微抽象一些，因为粒子不再在空间中飞行，但群体的一般行为保持不变。在更高的层次上，算法仍然涉及到一群在解空间中移动的粒子，这些粒子受到其个体最优位置的记忆和全局最优位置的通信的影响。

## Particle Field Optimization，PFO算法

虽然BBPS引入了抽象的方法用于更新粒子的位置，但是如果仔细观察这种变化的后果，就有可能抽象到更高层次上，从而发现全新的视角。

首先分析一下，单个粒子在这两种模型的贡献是什么。在基本的PSO中，单个粒子包含：当前位置、当前速度和个体最优位置。为了确定下一次迭代中粒子的下一位置，这些分量都是必需的。粒子的在下一迭代中的位置取决于其当前位置和速度。更新后的速度反过来又取决于粒子的当前速度、个体最优位置和种群全局最优位置。粒子的每个分量都会对更新函数有贡献，必须进行维护以便在下一迭代中使用。

在BBPS模型中，移除了速度项，单个粒子只保留了当前位置和个体最优位置。然而，不同于基本PSO，粒子的更新不需要这两个分量，具体来说，下一迭代中粒子的位置与当前迭代中粒子的位置无关。当更新粒子时，下一位置是通过采样一个高斯随机分布来生成的，而这个高斯随机分布又是通过粒子的个体最优位置和传全局最优位置来构造的。位置创建后，该位置只用于一个目的，即更新粒子的个体最优位置。之后，使用种群的个体最优位置更新全局最优位置，所以全局最优位置也不直接依赖于粒子的当前位置。

因此是可以将位置分量从模型中完全移除的，通过修改更新操作以直接处理粒子的个体最优位置同时保持等效行为，而不再存储和维护粒子的当前位置。对构造的随机分布进行采样，就可以得到一个新的位置，如果新位置的值优于个体最优位置的值，那么就使用新位置更新粒子个体最优位置。可以看出区别就在于这个新生成的位置是临时的，而不必为了下一代进行维护。该抽象模型下的算法行为保持不变，但是需要重新审视原始PSO中的隐喻和概念。

移除粒子的当前位置分量后，单个粒子现在只包含一个个体最优位置，粒子不再作为空间中的显式点存在。从概念上讲，粒子的个体最优位置是粒子对其迄今为止评价过的最优位置所保持的记忆，而全局最最优位置可以被认为是种群的集体记忆。这两个记忆定义了用于更新粒子的随机分布。尽管粒子不再作为空间中的一个显式点存在，我们可以相反地，把粒子在空间中的位置看作是由随机分布本身定义的。这是因为这个分布代表了粒子可能位置的概率场。从这个角度来看，粒子是以自身记忆和群体集体记忆定义的随机场存在的。

随着个体种群的新概念的出现，算法的高层视角发生了巨大的变化。一群粒子在空间中飞行的比喻不再恰当地描述算法的高级概念。相反，现在的算法由一群粒子场组成，这些粒子场以不同的方式在空间中移动。因为这些粒子场的位置被定义为随机分布，评估一个粒子场的当前位置是不确定的，所以这些粒子场不一定要移动去探索新的点。这些粒子场在空间中保持静止，直到个体的最优位置改变，或者种群的全局最优位置改变。这个粒子场的总体本身可以被看作是粒子的随机场，定义为由每个个体分布组成的混合分布。这个种群水平分布可以被认为是一个粒子群的抽象表示，代表下一个迭代中所有可能的粒子位置的概率分布。虽然行为是类似，但是这种高级概念的观点与BBPS算法有显著的不同。然而，有了这个新视角，就有可能探索改进或改变算法行为的新方向。

## 如何影响PFO抽象

有了BBPS算法的这个新视角，我们可以开始采取步骤，使用这种抽象的哲学来实现新算法。在这个抽象的BBPS模型中，种群中的每个个体在每次迭代中都会生成并评估一个新点，从而保持个体代表单个粒子的概念。然而，没有必要在我们的新模型中维护这个比喻，因此我们可以从不同的角度来处理候选解的生成和评估。

与传统粒子群算法中让每个个体直接代表一个候选解不同，我们以一种更间接的方式使用种群来探索解空间。总的来说，这个种群代表了一个复杂的，有限的混合分布，由一个简单的多元高斯分布的基本集合组成，这些分布是由粒子场个体定义的。传统上，每个人都会生成并评估一个新解。然而，这个种群分布可以用另一种方式来指导搜索。

候选解是通过对这个种群级的分布进行采样生成的。虽然种群水平分布是复杂的，但抽样过程是简单的。种群水平分布是已知分量分布的有限混合分布。因此，对这种复杂的种群水平分布进行抽样是一个简单的问题，即随机选择一个底层分量分布。在种群的上下文中，这意味着随机选择一个粒子场个体，然后对定义该粒子场位置的多元高斯分布进行采样。

一旦生成和评估了候选解位置，种群中的每个粒子场个体都会被更新。每个个体使用从其自身分布中生成的候选解进行更新。如果一个候选解优于个体最优位置，则个体最优位置设为该解。这样，种群定义了一个随机分布来指导搜索和生成候选解，然后用候选解更新种群，重新定义下一次迭代的搜索区域。

这种种群指导搜索的概念将我们引向一个新的、独特的算法的下一步。由于由种群生成的复杂分布是有限的混合分布，因此对分布应用加权机制是一件简单的事情。通过加权每个粒子场对种群分布的贡献，有可能将额外的信息纳入搜索过程中，独立于底层的粒子群算法过程。

最后，由于粒子场个体的种群不再直接代表候选解，因此在每次迭代中生成和计算的候选解数量不再需要与种群的大小相等。所以，可以通过使用不同的相对种群和候选解点池大小来进一步修改行为。由于粒子群分布的性质，改变粒子群中粒子场个体的数量会影响该分布的分辨率。

## PFO实现

考虑到这些变化，我们现在已经脱离了传统的粒子群优化算法范式，并得到了一种新的、独特的算法，并将其称为粒子场优化(PFO)。该算法由粒子场个体的种群和候选解点的点池组成。粒子场个体的种群使用粒子群算法(PSO)原理来指导求解空间的搜索，通过生成和评估候选解点池来进行求解。与传统的粒子群优化算法相似，PFO算法由初始化阶段和仿真阶段组成，仿真阶段循环直到满足一定的终止条件，并返回算法所找到的最优解作为输出。作为参数，该算法接受初始化范围、种群大小和池大小。种群大小参数指定粒子场个体的数量，这些粒子场个体构成了用于指导搜索的种群。池大小参数指定在每一步仿真中要生成和评估的候选解的数量。还需要指定一个加权函数，对每个个体对整个种群分布的贡献进行加权。

初始化阶段用于初始化粒子场个体的数量。一个粒子场个体只存储一个个体的最佳位置，因此对这些个体的初始化很简单。通过对初始化范围定义的均匀随机分布进行抽样，给每个个体分配一个初始的最优点。

模拟阶段循环，直到满足终止条件，通常是最大迭代次数。每个迭代由两个阶段组成。在第一阶段，生成候选解。这些候选解是通过对粒子场个体种群定义的混合分布进行采样产生的。对于点池中的每个点，我们做如下操作：根据某种加权方案，从种群中随机选择一个粒子场个体，然后，通过对被选择个体定义的随机分布进行抽样来生成点。这种随机分布是利用个体的最优位置，和全局(或邻域)最优点来构造的，与BBPS方法相同。给定一个个体最优位置为$\vec{P}\_{i}$和全局最优位置为$\vec{P}\_{g}$的粒子场，候选解点$\vec{c}\_{i}$的位置可以根据下式确定：

$$

\overrightarrow{P\_{m}}=\frac{\vec{P}\_{i}+\vec{P}\_{g}}{2}, \quad \overrightarrow{\sigma^{2}}=\left|\vec{P}\_{i}-\vec{P}\_{g}\right|, \quad \vec{c}=\overrightarrow{\mathcal{N}}\left(\overrightarrow{P\_{m}}, \overrightarrow{\sigma^{2}}\right)

$$

一旦生成了候选解，就可以对目标函数进行评估。在点池中的每个候选解都生成之后，第二阶段开始。在这个阶段，将更新粒子场个体的种群。每个个体使用从自己的分布中生成的候选解集来更新自己的最优位置。每个个体从相关的候选解集中选择最最优位置。如果最优关联候选解优于个体最优位置，个体将其最佳发现点设为与该候选解点相等。然后清空候选解池，模拟继续到下一个迭代。

一旦满足终止条件，则返回全局最优发现点作为算法的输出。算法见算法1。
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