**![](data:image/png;base64,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)**

**2021 학년도 제 1학기**

**제목 : 클라우드 기반 머신러닝 서비스 보안 프레임워크**

**강동윤(2015312912) 서한결(2015311152)**

**2021 년 4월 23일**

**지도교수: 이 호 준 서명**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **계획(10)** | **주제(20)** | **개념(20)** | **상세(30)** | **보고서(20)** | **총점(100)** |
|  |  |  |  |  |  |

**1. 요약**

AI 기술이 적용된 서비스 제공에 강제되는 높은 메모리 사용량을 해결하기 위해 일반적으로 클라우드 컴퓨팅 기술을 이용합니다. 클라우드 기반 서비스는 애플리케이션 개발자로 하여금 메모리 사용량에 대한 걱정을 덜어주어 성능적인 부분을 좀 더 신경 쓸 수 있게 하며 이용자는 편리하게 양질의 서비스를 제공받을 수 있게 합니다.

하지만 보안 대책이 미흡한 클라우드 서비스는 서비스를 제공받아 얻는 이익만을 생각하기에는 보안사고로 인한 피해가 막대할 수 있습니다. AI 기술이 인간의 삶에 깊이 파고든 현 상황에서 우리가 사용하는 AI 기술이 적용된 애플리케이션 그 중에서 많은 부분을 차지하고 있는 클라우드 기반 애플리케이션의 보안은 그 중요도가 높다고 할 수 있습니다.

이를 위해 본 논문에서는 클라우드 기반 AI 서비스를 분석하여 어떤 공격이 이루어질 수 있는지 분석하고 그에 대한 연구된 방어법들의 효과를 확인하여 효과적인 것들을 선별하고 접목시키는 시도를 합니다.

**2. 서론**

**2.1. 제안배경 및 필요성**

인공지능(AI)에 대한 활발한 연구를 통해 비약적인 기술 발전이 이루어졌습니다. 자율주행자동차, 스마트폰의 안면 인식, 여러 빅데이터를 처리하는 것 등에 이미 AI 기술이 적용되고 있습니다. 사람이 구별하기 힘든 이미지를 인식하고, 방대한 양의 데이터에서 쓸모 있는 정보를 추출하는 등 인간의 능력을 넘어서는 기술들이 등장하며 기업에서는 모바일 또는 IoT 애플리케이션에 이런 AI 기술을 접목시켜 다양한 서비스를 제공하려는 노력을 하고 있습니다.

몇몇 기업들은 모델을 스스로 train 시킬 능력이 부족한 사용자에게 기업의 모델을 서비스로 제공해주곤 하는데, 이 때 모델의 parameter 등의 모델에 대한 정보는 사용자로부터 숨겨져 있지만, 사용자는 해당 모델을 이용하여 input에 대한 output을 얻을 수 있고, 이 결과를 이용해 모델의 기밀성이 낮아질 수 있습니다. 모델의 기밀성이 낮아지면 모델을 copy 하여 비슷한 성능을 가진 모델을 만들어 기업의 경제활동에 큰 피해를 안길 수 있고, 또한 copy 된 모델을 이용하여 연구함으로써 원래의 모델에 악의적으로 잘못된 input을 집어넣어 원래의 모델의 성능을 크게 떨어뜨릴 수도 있습니다. 그렇기 때문에 모델의 parameter나 모델의 종류 등의 모델의 정보의 기밀성을 유지하는 것은 중요합니다.

또한, 기업에서는 빠른 계산능력과 높은 정확도를 가진 모델을 사용하여 양질의 서비스를 제공하고자 하지만, 이는 많은 메모리 사용이 불가피합니다. 보통 클라우드 컴퓨팅 기술로 이를 해결하려 하지만 보안 대책이 미흡한 클라우드 서비스는 여러 보안 문제가 발생할 수 있습니다. 앞으로 AI 기술은 더욱 발전하여 우리 생활의 모든 방면에서 사용될 것이 분명한 이 시점에서 보안사고로 인해 제공한 개인 정보가 보호되지 못할 수도 있다는 것은 굉장히 심각한 문제입니다.

클라우드 기반 머신 러닝 서비스에 대한 공격자는 크게 외부 공격자와 내부 공격자로 분류할 수 있습니다.

외부 공격자란 모델에 대한 정보(모델의 종류, parameter 등)을 전혀 모르고 입력에 대한 결과만 알고 있는 상태에서 이루어지는 black-box attack을 시행하는 사람을 말합니다. 대부분의 공격은 black-box 환경에서 이루어지며, 그만큼 black-box attack은 굉장히 많은 곳에서 사용될 수 있습니다. 예를 들어, 모델을 공격하여 잘못된 판단을 하도록 유도할 수 있는데, 자율주행 차량을 속여 빨간색 신호등을 초록색 신호등으로 판단하도록 유도하여 사고를 유발하거나, 컴퓨터 등의 기계에 설치된 백신을 침투된 바이러스를 정상적인 프로그램으로 인식하도록 유도하여 컴퓨터를 망가뜨리는 등 무궁무진한 방법으로 사용될 수 있습니다. 따라서, black-box attack을 사용하는 외부 공격자에 대한 방어대책을 강구하는 것이 중요합니다.

반면 내부 공격자는 모델에 대한 정보를 알고 있는 상태에서 이루어지는 white-box attack을 시행하는 사람을 말하며 나쁜 마음을 먹은 서버 관리자를 예로 들 수 있습니다. white-box attack은 모델의 parameter와 같은 모델에 대한 모든 정보를 알고 있는 상태로 시작하기 때문에, 모델의 알고리즘, 학습된 data의 분포 등을 이용하여 모델의 취약점을 쉽게 알 수 있고, 이로 인해 쉽게 공격을 수행할 수 있기 때문에 black-box attack보다 사용할 수 있는 곳은 한정되어 있지만 훨씬 치명적인 공격을 수행할 수 있습니다. 따라서 white-box attack을 사용하는 내부 공격자에 대한 방어대책 역시 강구해야 합니다.

**2.2. 연구논문의 목표**

본 논문의 목표는 크게 세 가지입니다.

첫째, 머신 러닝에 관한 대략적인 특성과 실행되는 알고리즘 등에 대해서 관련 논문을 찾아보고 파악합니다. 이에 대해 알아야 모델에 관한 취약점이 무엇이 있는지 알 수 있고, 이 취약점이 어떤 이유로 인해 모델을 공격할 수 있는지에 대해 알 수 있기 때문에 이 과정은 본 논문에서 꼭 다뤄져야 합니다.

둘째, AI 모델이 갖는 여러 취약점을 다양한 논문으로부터 분석하고, 해당 취약점을 방어할 수 있는 방어법을 여러 논문으로부터 발표되거나 해당 취약점에 대한 알고리즘을 분석해 어느 부분이 취약했는지 알아내는 등의 방법으로 찾아내 그 방어법을 직접 적용해 봄으로서 그 효과를 확인합니다.

마지막으로, 앞선 취약점과 방어법 중 직접 실험하여 공격에 대해 실제로 효과적으로 방어가 가능한 여러 효과적인 방어법들을 접목시켜 여러 취약점들을 방어할 수 있는 하나의 프레임워크를 제시합니다. 그리고 해당 프레임워크를 실제로 사용했을 때 그 메모리 사용량이나 속도 등 그 실용성을 실험하고 실제로 적용할 수 있는 프레임워크인지 판단합니다.

**2.3. 연구논문 전체 overview**

본 논문에서는 여러 논문들을 통해 AI 모델의 취약점과 그에 대해 연구된 방어법들을 조사하고 이들 중 적합한 방어법을 선택하고 접목시켜 새로운 프레임워크를 만드는 시도를 했습니다. 채택된 방어법은 [표 1]과 같습니다.

**[표 1] AI 모델의 취약점과 방어법**

|  |  |
| --- | --- |
| 취약점 | 방어법 |
| surrogate data를 이용한  model hyperparameter stealing attack | surrogate data가 입력될 때 mislabel |
| 서비스 이용자의 private data를 탈취하는 공격 | Enclave를 만들어 TEE 환경 구축 |
| model parameter poisoning 공격 | Enclave 내부에서 inference 하기 전에 hash check |

첫 번째 취약점은 surrogate data를 이용한 model hyperparameter stealing attack이 있습니다 [1]. 해당 공격은 blalck-box attack 중 하나로 surrogate data를 공격 대상 모델의 input으로 주었을 때 나오는 결과를 이용하여 labeled 된 data를 얻고 이를 train data로 사용하여 모델을 새로 train 시키면 공격 대상 모델과 비슷한 성능을 가진 모델을 만들어 낼 수 있습니다.

방어법으로 model copy를 위한 surrogate data가 입력된 것을 인지하면 잘못된 결과를 내서 공격자가 유용한 train data를 얻지 못하게 하는 방식을 생각해볼 수 있습니다 [2]. 이 방식은 input이 surrogate data임을 판단하는 detector의 정확도가 높아야 본 모델의 성능을 해치지 않을 수 있고 공격자에게 전달될 output이 train data로 사용되었을 때, 해당 모델의 정확도를 최대한 떨어뜨릴 수 있는 label로 선정되어야 합니다.

두 번째 취약점은 클라우드 서버 관리자에 의한 private data를 탈취하는 공격이 있습니다. AI 모델은 많은 메모리 사용량 때문에 클라우드 플랫폼을 많이 사용하는데, 클라우드를 이용하는 서비스 특성 상 여러 보안 관련 문제가 존재합니다. 외부 공격자에 의한 문제도 있지만 특히 클라우드 서버 관리자가 악의적인 마음을 품게 된다면 언제든 서비스 이용자의 개인 정보를 훔칠 수 있다는 것을 염두에 두어야 합니다.

이에 대한 방어법으로 Intel SGX와 같이 공격으로부터 엄격하게 보호되는 Enclave 공간을 만들어 클라우드 서버 관리자도 Enclave 내부의 민감한 데이터에는 접근하지 못하게 하는 방법이 있습니다 [5]. 하지만 Enclave 공간을 만들어 내부에서 AI 모델을 실행시키는 것은 안전하지만 메모리 용량에 제한이 있어 크기가 큰 모델 전체를 Enclave 내부에 둘 수는 없다는 문제가 있습니다. 이를 해결하기 위해, 모델의 parameter를 Enclave 외부에 두고 On-demand로 parameter를 block 단위로 load하는 방식을 채택했습니다.

세 번째 취약점은 앞서 언급한 두 번째 취약점에 대한 방어법의 문제점으로, parameter가 Enclave 외부에 있기 때문에 변질될 가능성이 있다는 것입니다. 외부 공격자 또는 악의적인 마음을 품은 클라우드 관리자에 의해 Enlcave 외부에 있는 parameter의 일부가 값이 변경된다면 Enclave 내부에서 해당 parameter를 단순히 받아서 계산만 해서는 올바른 output을 만들어낼 수 없습니다.

잘못된 output을 도출하기 전에, Enclave 내부에서 parameter 값이 변경된 것을 알 수 있다면 이를 막을 수 있습니다. 그 방법으로 hash-checking를 채택했습니다. Enclave 내부에 미리 계산된 table을 두고 순서대로 들어오는 block들을 정해진 hash function에 대입하여 그 결과를 table과 비교하여 parameter의 무결성을 확인할 수 있습니다.

**3.** **관련 연구**

본격적으로 논문에 들어가기 앞서, 머신 러닝에 대한 대략적인 특성에 대해 설명하고자 합니다. 머신 러닝(Machine learning)이란 인공지능의 한 분야로서, 컴퓨터가 스스로 학습할 수 있도록 규칙이나 알고리즘을 개발하고 연구하는 분야입니다. 일반적인 머신 러닝은 크게 3가지의 순서로 진행되는데, 1) 많은 양의 input 데이터와 그에 따른 output 데이터를 준비하고, 2) input 데이터를 넣어 output 데이터가 도출되게 하는 model을 만들어 train 하고, 3) 만들어진 model을 이용하여 model inference 서비스를 제공합니다.

머신 러닝 모델의 구성 성분으로 parameter와 hyperparameter가 존재합니다. parameter란 모델을 train 하는 과정에서 학습되는 변수로서, parameter의 학습 정도에 따라 모델의 성능이 달라집니다. 만약 parameter를 도용한다면 model을 copy 할 수 있습니다. hyperparameter란 model에서 외적인 요소로서, model을 train하면서 학습되는 것이 아닌 처음에 모델 구현하는 과정에서 개발자에 의해 설정되는 변수입니다. learning rate 등이 이에 해당합니다.

머신 러닝의 종류는 크게 지도 학습(Supervised Learning), 비지도 학습(Unsupervised Learning), 강화 학습(Reinforcement Learning) 이 있습니다. 지도 학습이란 모델을 학습시킬 때 input 데이터와 그에 따른 정답 데이터까지 제공하여 학습시키는 방식입니다. 지도 학습은 크게 분류(classification)과 회귀(regression) 모델로 구분할 수 있습니다. 분류 모델이란 input 데이터를 주어진 label에 따라 분류하는 모델입니다. 예를 들어 숫자가 적힌 input 데이터에 대해, 해당 숫자가 0, 1, 2, 3, … 등의 숫자 중 어느 숫자인지 분류하는 모델이 이에 해당합니다. 회귀 모델이란 input 데이터에 따른 output 데이터의 분포를 학습해 새로운 input에 대한 output을 도출하는 모델입니다. 예를 들어 input과 output의 관계가 선형 함수라면 새로운 input을 넣었을 때 해당 선형 함수에 대입해 나오는 값이 output이 됩니다.

비지도 학습이란 지도 학습과 다르게 학습 시에 input 데이터만 주어지고 정답 데이터는 제공되지 않는 방식입니다. 모델을 학습시키는 과정에서 컴퓨터가 스스로 input 데이터의 패턴이나 분포를 파악하여 규칙성을 찾습니다.

강화 학습이란 앞선 두 학습과 다르게

적대적 공격(Adversary attack)이란 AI 모델에 의도적으로 적대적 교란(Adversarial Pertubation)을 일으켜 잘못된 결과를 내놓도록 하는 공격을 의미합니다 [4]. 이러한 적대적 공격의 종류에는 회피 공격(evasion attack), 중독 공격(poisoning attack), 탐색적 공격(exploratory attack)이 있습니다 [1].

회피 공격은 공격에 의해 변화된 output을 사람이 인지할 수 있는 지의 여부에 따라 2가지로 나뉩니다. 인지하지 쉬운 공격은 원래의 input에 특정 패턴을 나타내는 스티커를 결합해 새로운 input을 만드는데, 이 경우 인간이 input이 변화되었다는 사실을 인지할 수 있고 두 input이 모두 같은 output을 도출해야 한다는 것 역시 알 수 있지만, 기계는 두 input에 대해 다른 output을 도출합니다. 인지하기 어려운 공격은 원래의 input에 미세한 노이즈를 섞어 인간은 무엇이 변화되었는지 인지할 수 없지만, 기계는 이 노이즈를 인지하고 서로 다른 output을 도출합니다.

중독 공격은 공격자가 AI 모델 자체에 침투하여 모델의 성능 저하를 일으키는 공격입니다. 대표적으로 모델의 dataset을 손상시켜 mislabel 시키는 공격이 있습니다. 이 공격의 예로는 스팸 메시지를 걸러내는 필터를 손상시키거나, 생체 인식 기계를 손상시켜 잘못된 결과를 도출하게 만드는 공격 등이 있습니다.

마지막으로, 탐색적 공격은 크게 model inversion attack과 model extraction attack으로 구분할 수 있습니다 [1]. model inversion attack은 모델의 train에 사용된 data를 탈취하는 공격입니다 [8]. 만약 이 데이터가 기업의 기밀 정보 등의 민감한 데이터라면 많은 피해가 발생하게 됩니다. model extraction attack은 AI 모델의 이름, parameter 등 모델의 정보를 탈취하는 공격입니다. 모델의 parameter를 탈취하면 모델의 알고리즘이 공개되는 등 기밀성이 저하되어 후에 회피 공격이나 model inversion attack을 수행할 수 있게 합니다. 이 공격은 원래 모델의 정보에 대해서 모르지만 다른 방법으로 이 정보를 탈취하는 공격이기 때문에 black-box attack에 해당됩니다.

모델의 취약점을 공격할 때 공격자가 가지고 있는 모델에 대한 정보의 보유량에 따라 white-box attack과 black-box attack으로 나뉩니다. 하지만 white-box attack 같은 경우는 input data와 그에 따른 output을 제외한 모델의 다른 정보들 역시 다 알고 있는 상태를 가정하므로, 실제로 대부분의 공격은 black-box attack으로 이루어집니다. black-box attack은 크게 3가지 종류로 나눌 수 있는데, 각각 Non-Adaptive(비적응형) black-box attack, Adaptive(적응형) black-box attack, Strict(엄격한) black-box attack으로 구분할 수 있습니다.

Non-Adaptive black-box attack 이란 모델의 학습 데이터 분포(Training Data Distribution)에만 접근이 가능한 공격입니다. 해당 학습 데이터 분포를 이용해 표본을 추출하고, 이를 통해 dataset을 생성합니다. 이 dataset을 활용해 새로운 모델(Local Model)을 훈련시킵니다. 이 모델을 이용해 adversarial example을 생성하고 이를 원래의 모델에 적용하여 잘못된 분류를 하도록 유도합니다.

Adaptive black-box attack 이란 공격자가 모델에 접근한 공격입니다. 모델에 input을 넣고 그에 따른 output을 확인할 수 있습니다. 이렇게 생성된 input과 output의 쌍을 이용해 Non-Adaptive black-box attack과 같이 새로운 모델을 만들고 Adversarial Example을 생성하여 원래의 모델에 오분류를 일으킵니다.

Strict black-box attack 이란 Adaptive black-box attack과 같이 input과 output의 쌍을 알 수 있지만, input의 값을 임의로 변경시켜 다른 input에 대한 출력값을 알 수 없습니다.

AI 모델에는 여러 가지 취약점이 존재합니다. 첫 번째로, surrogate data를 이용한 model hyperparameter stealing attack 이 있습니다 [1]. model의 parameter를 도용하게 되면 이후에 학습자의 지적 재산권과 알고리즘의 기밀성이 저하되고, 공격자가 evasion attack 또는 model inversion attack 등의 공격을 수행할 수 있게 됩니다. 여기서 surrogate data 라는 것은, 예를 들어 강아지의 종을 분류하는 모델을 만들어 여러 강아지의 사진을 input data로 넣어 model의 hyperparameter를 구했을 때, 공격을 위해 강아지가 아닌 고양이의 사진을 input data로 넣는데, 이 때 고양이의 사진이 surrogate data 가 됩니다. 이 때 고양이의 사진을 input으로 넣어 구한 모델과 원래의 모델인 강아지의 사진을 input으로 넣은 모델을 비교해서 만약 test data를 넣었을 때 두 모델의 결과가 비슷하다면 성공적으로 hyperparameter을 도용해서 model copy에 성공했다는 것을 알 수 있습니다.

이에 대한 방어법 역시 존재하는데, surrogate data 가 input data로 주어졌을 때 일부러 mislabel 시킴으로써 model copy를 제대로 실행하지 못하게 하는 방법이 있습니다 [2]. surrogate data의 여부를 확인하는 방법은 존재하는 공격들이 대부분 Out-of-Distribution (OOD) query를 생성한다는 사실을 이용합니다. OOD로 간주되는 query에 대해 mislabel을 시키면, 공격자의 dataset (surrogate data)의 상당수에 mislabel이 되어 이 data를 이용해 train을 시킬 경우 정확도가 상당히 낮은 결과가 발생하게 됩니다. 때문에 surrogate data를 이용하여 model copy를 하는 것을 방어할 수 있게 됩니다.

클라우드 서버 관리자에 의한 private data를 탈취하는 공격도 존재합니다. 몇몇 기업에서는 부족한 메모리 용량 때문에 클라우드 서비스를 이용하여 소비자에게 AI 모델을 제공하는데, 이 과정에서 사용자의 private data가 노출이 되고, 클라우드 서버 관리자가 악의적으로 이 데이터를 탈취할 수 있습니다. 또한, 클라우드의 용량 역시 무한하지 않고 속도도 느려진다는 단점이 있습니다.

이에 대한 방어법으로 Intel SGX, ARM trustzone, AMD 등을 이용하여 신뢰 실행 환경(Trusted Execution Environment, TEE)를 구축하여 클라우드 상에서의 private data 유출을 막는 방법이 있습니다. 여기서 TEE란 신뢰할 수 있는 격리된 환경을 이용하여 프로그램의 기밀성과 무결성을 제공하는 기술입니다 [7]. 따라서 TEE를 이용해 클라우드 내에 일반 영역과 보안 영역 두 영역으로 나눈 뒤 보안 영역에 사용자의 private data를 저장하고 모델을 train한다면 클라우드 서버 관리자가 private data를 탈취할 수 없게 됩니다. 이 때

앞서 말한 방어법에서 TEE를 구축할 때 Enclave 공간을 만들어 그 안에서 model inference를 진행하는데, Enclave 공간의 크기에는 한계가 있기 때문에 크기가 큰 model parameter는 Enclave 외부에 저장합니다. 이 때 parameter가 보호되지 않기 때문에 parameter poisoning attack이 가능합니다. 악의적인 목적을 가진 클라우드 관리자에 의해 변경된 값을 가진 parameter를 이용해서 계산한다면 잘못된 output이 도출됩니다.

이에 대한 방어법으로 parameter를 load 하기 전에 hash check를 하는 방식을 생각해볼 수 있습니다. Enclave 내부에 기존에 계산된 Hash Table을 두어 load된 parameter를 hash function에 인자로 넣어 계산하고, 해당 함수의 결과로 나온 값과 hash table의 값을 비교하여 만약 다르다면 parameter가 변질됐다는 것을 알 수 있으므로 parameter poisoning attack을 방어할 수 있습니다.

또한 널리 알려진 취약점으로 Fast Gradient Sign Method(FGSN) 이 있는데, input data에 인간이 인지하지 못하는 수준의 noise를 추가해 mislabel을 시켜 train이 정상적으로 되지 않게 하는 방법이 있습니다 [3]. 이 취약점의 원리는 model이 사물을 구별하는 decision boundary 근처의 값을 조금씩 바꾸면 컴퓨터는 이 차이를 쉽게 구별할 수 있지만 인간의 기준으로는 이 차이를 구별하기 힘들다는 것입니다. 따라서 인간은 차이가 없는 정상적인 input data로 인식하지만 기계는 mislabel 되어 낮은 정확도의 model이 만들어질 수 있습니다.

이에 대한 방어법으로 Defense-GAN이라는 기법이 있습니다 [6]. 먼저, GAN(Generative Adversarial Network)이란 딥러닝 알고리즘의 하나로서, 생성자(Generator)와 식별자(Discriminator)가 서로 대립하여 결과적으로 모델의 성능을 향상시키는 기법입니다. 생성자는 데이터를 받아 해당 데이터와 비슷한 가짜 데이터를 생성하고, 식별자는 원본과 가짜 데이터를 식별하는 역할을 합니다. 서로를 경쟁시킬수록 생성자는 원본과 굉장히 비슷한 가짜 데이터를 만들게 되고, 식별자는 그 가짜 데이터도 식별할 수 있는 능력을 갖추게 됩니다. Defense-GAN은 이런 GAN 알고리즘을 사용한 기법으로, 원래 이미지에 noise가 추가된 adversarial example을 학습 데이터로 활용합니다. defense-GAN은 원래 이미지와 adversarial example의 차이를 최소화하는 새로운 이미지를 생성하고, 이 이미지를 이용해 GAN 알고리즘을 수행합니다. 결과적으로 원래의 이미지에 noise가 추가된 adversarial example가 정상적인 이미지로 인식되어 noise가 사라지게 되어 adversarial example을 이용한 공격을 방어할 수 있습니다.

앞서 언급한 4가지의 취약점과 방어법 중 몇 가지를 선별하여 저희 논문에서 다루고 프레임워크에 적용할 것입니다.

**4. 제안 작품 소개**

본 장에서는 조사한 방어법 중 3가지를 선별하여 이를 하나의 프레임워크로서 기능할 수 있도록 구현한 과정을 설명하겠습니다.

**4.1. Adaptively Injecting Misinformation**

첫 번째로 선별한 취약점은 surrogate data를 이용한 model stealing attack입니다. 해당 취약점은 공격자가 input에 대한 output만을 알 수 있는 black-box 상황에서도 비교적 간단히 이루어 질 수 있기 때문에 클라우드 기반 머신러닝 서비스에 있어 큰 위협이라고 생각하여 선별하게 되었습니다. 이에 대한 방어법으로 참고논문 [2]에서 제시한 Adaptively Injecting Misinformation을 선택하였습니다. 구현 과정을 자세히 소개하겠습니다.

[그림 1] Adaptive Misinformation 알고리즘

AM(Adaptive Misinformation)은 [그림 1]과 같은 구조를 띄고 있습니다. 가장 처음 input x에 대해서 OOD(Out Of Distribution) Detector가 해당 input이 ID(In Distribution)인지 OOD인지 원래 모델 f의 결과값 f(x)를 보고 판단합니다. 만약 ID라면 원래 모델 f에 의한 결과값을 output으로, OOD라면 mislabel 시키는 모델 f’에 의한 결과값을 output으로 줍니다.

**4.1.1. OOD Detector**

OOD Detector는 AM 알고리즘 핵심 아이디어입니다. f(x) 값을 Soft Max Probability로 나타냈을 때, 그 중 예측값이 될 최댓값이 특정값(임계치) 이상인지 아닌지를 확인함으로써 input x가 OOD인지 ID인지 판단합니다. Soft Max Probability의 최댓값은 해당 값의 index가 예측값이 될 확률로 볼 수도 있는데, 그 확률이 낮을수록 input이 OOD일 확률은 높아진다는 사실로부터 나온 아이디어입니다. 판단 결과를 값 alpha로 return 하는데, 이 alpha값은 4.1.3. output에서 설명하겠습니다.

**4.1.2. f’**

f’은 OOD input에 대해 mislabel 시키기 위한 모델로써 보통 정답을 맞출 확률을 높이는 train에서 사용하는 cross entropy loss function [식 1] 과 달리 [식 2]를 사용하여 정답을 맞출 확률을 낮추는 train을 시킵니다.

[식 1]

[식 2]

\* ti는 i번째 answer, si는 예측값을 soft max probability로 나타낸 것의 i번째 element

[식 2]에서 는 soft max probability 이므로 [0,1] 범위의 값을 가집니다. train 과정에서 1에 가까울수록 해당 index가 답이 될 확률이 높다고 판단하는데, 1 - 의 경우는 정확히 그 반대의 의미를 가지게 됩니다. 즉, 정답이 될 확률이 가장 높은 index의 값을 가장 낮게 만들어 해당 index가 정답이 될 확률을 낮출 수 있게 됩니다.

**4.1.3. output**

마지막 output은 OOD detector에서 판단한 결과를 바탕으로 ID라면 f(x), OOD라면 f’(x)로 결정되어야 합니다. 이를 반영한 식은 [식 3]과 같습니다.

[식 3]

S(z)는 reverse sigmoid function으로 z값이 0보다 크면 0.5보다 작은 값을 반환하고 0보다 작으면 0.5보다 큰 값을 반환합니다. 따라서 OOD Detector에서 ymax - τ(임계치) 값을 확인하여 결정된 α값으로 인해 ID일 경우 (ymax - τ > 0 일때, α -> 0 이면 output -> f(x) ) f(x)값이, OOD일 경우 (ymax - τ < 0 일때, α -> 1 이면 output -> f’(x) ) f’(x)값이 output이 됩니다.

**4.2. Intel SGX**

두 번째로 선별한 취약점은 개인 정보 탈취입니다. 클라우드 기반 머신러닝 서비스 고객 입장에서는 서버 관리자를 전적으로 믿고 이용할 수 밖에 없는데, 신뢰받고 있는 그 서버 관리자가 악의를 품는다면, 손쉽게 개인정보를 탈취당할 수 있을 것입니다. 관리자뿐만 아니라 서버의 보안이 취약하다면 외부 공격자로부터의 공격도 간과할 수 없습니다. 이에 대한 방어법으로 Intel SGX(Software Guard Extensions)를 선택했습니다. Intel SGX는 Intel CPU에 적용된 코드 및 데이터를 메모리내에 격리하는 하드웨어 기반 보안 기술입니다. Enclave라고 하는 private memory를 할당하여 해당 메모리 사용자를 제외한 다른 그 어떤 누구도 접근할 수 없도록 설계되어 있습니다. 해당 방어법은 참고 논문 [5]에서 소개한 Intel SGX를 이용한 방어법 Occlumency를 참고하여 구현하였습니다.

Occlumency는 Intel SGX를 이용해 TEE 환경을 구축하고 공격으로부터 강하게 보호되는 Enclave 공간을 할당하여 그 안에서 model inference를 실행하는 방식입니다. Enclave는 할당할 수 있는 크기가 작기 때문에 크기가 큰 모델을 Enclave 내부에 저장할 수 없는 문제가 있습니다. 참고 논문[5]에서는 이 때문에 Enclave 외부에 모델을 두고 on-demand로 parameter를 load하는 방식을 채택했습니다. 본 논문에서는 해당 아이디어를 참고하여 Enclave 외부에 original model f와 mislabel 시키는 model f’을 두고 한 번에 load할 수 있는 크기의 block 단위로 계산 과정을 쪼개어 Enclave 내부에서 AM 알고리즘을 포함한 model inference 전 과정을 진행하도록 프로세스를 구성하였습니다.

**4.3. Hash-Checking**

세 번째로 선별한 취약점은 모델 파라미터 오염 공격입니다. 해당 취약점을 선별한 이유는 4.2.장에서 개인 정보 탈취 공격을 선별한 이유처럼 서버관리자와 외부 공격자 모두에 의해 노려질 가능성이 높기 때문입니다. 4.2.장에서 제안한 방어법에서는 모델이 Enclave 외부에 위치하고 있기 때문에 Intel SGX만으로는 모델 파라미터 오염 공격을 방어할 수 없습니다. 이에 대한 해결법으로 Hash-Checking을 선택했습니다. 4.2.장에서 Enclave 내부에 block 단위로 parameter를 load하므로 block에 대한 hash table을 미리 만들어 Enclave 내부에 위치시켜 block을 load할 때마다 hash table과 값을 비교하여 변경된 값이 있다면 오염된 parameter로 판단하고 inference 과정을 중지시킵니다.

**4.3. Framework**

Framework 구성은 [그림 2]와 같습니다. 1) User가 APP 이용을 위해 input값을 주면 Enclave 내부에 저장됩니다. 2) Enclave 외부에서 원래 모델 f의 첫 번째 parameter block을 load합니다. 3) 미리 계산된 hash table과 load된 block을 hash function에 대입한 결과를 비교하고 같다면 계속 진행하고 다르다면 중단합니다. 4) load된 block에 input을 대입하여 계산하고 이를 원래 모델 f의 마지막 block까지 2)-4)과정을 반복합니다. 5) f(x) 값이 계산되었다면 AM 알고리즘으로 OOD Detector에 의해서 input x가 surrogate data인지 아닌지에 따라 alpha값을 결정합니다. 6) 이번엔 Enclave 외부에서 mislabel 시키는 모델 f’의 parameter block을 차례로 load하여 f’(x)값을 결정합니다. 7) output으로 (1-alpha)\*f(x) + alpha\*f’(x) 를 User에게 전달합니다. 4.1.3장에서 설명하였듯이 input 값이 OOD라면 output=f’(x), ID라면 output=f(x)가 될 것입니다.
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[그림 2] Framework

**5. 구현 및 결과 분석**

**5.1. 실험 목표**

개인정보 탈취공격과 모델 파라미터 오염 공격은 직접적으로 시행하는데 무리가 있어 간단히 모델의 파라미터 값을 직접 변경하여 모델 파라미터 오염 공격에 대해서만 검증하였습니다. inference 과정에서 정상적으로 hash checking에 의해 프로그램이 종료되는 것을 확인할 수 있었습니다. 본 장에서는 surrogate data에 의한 model stealing attack에 대해 본 논문이 제시한 프레임워크가 얼마나 효과적으로 방어할 수 있는지를 검증합니다.

**5.2. 실험 모델**

구현된 프레임워크를 실행해볼 모델로 사용하기 위해 kaggle dog-breed-identification (<https://www.kaggle.com/c/dog-breed-identification/data>)에서 데이터를 가져와 추려서 6898개의 강아지 이미지로 80개의 품종으로 분류하는 classifier model을 train 시켰습니다. Pytorch를 이용한 코드를 통해 전체 6898개의 이미지 중 5%인 345개의 validation set을 대상으로 accuracy 82.6%인 모델을 만들어낼 수 있었습니다.

original model에서는 loss function을 torch.nn.CrossEntropy를 바로 사용하였지만, mislabel model을 구현할 때는 CrossEntropy가 LogSoftmax와 NLLLoss의 combine임을 고려하여 loss function을 x=torch.nn.Softmax, torch.log(1-x), torch.nn.NLLLoss의 순차적방식으로 구현했습니다.
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[그림 3] original model의 train
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[그림 4] mislabel model의 train

**5.2. 실험 과정**

본 실험은 두 가지 test data에 대해서 진행되었습니다. 하나는 In-distribution data인 강아지 이미지데이터셋, 나머지 하나는 Out-of-distribution data인 고양이 이미지데이터셋입니다. test data는 kaggle cat and dog (<https://www.kaggle.com/tongpython/cat-and-dog>)에서 가져왔습니다. 해당 data에 대해 아래와 같은 실험을 진행했습니다.

1. input x에 대해 원래 모델 f의 output f(x) 계산
2. input x에 대해 본 논문이 제시한 프레임워크를 거쳐 나온 output 계산
3. 2)와 3)의 output의 유사도 계산
4. 1)-3) 과정을 OOD Detector가 OOD와 ID를 구별하는 기준값인 τ값을 [0.1,0.2,...,0.9] 로 다르게 설정하여 반복 실행하고 유사도를 그래프로 나타냄

**5.3. 분석**

[그림 5]의 그래프를 보면 τ값이 작을 수록 OOD input을 판단하는 능력이 떨어지지만, τ값이 커질수록 ID input을 판단하는 능력도 떨어지게되는 것을 확인할 수 있습니다. 따라서 적절한 τ값의 선택이 프레임워크의 성능을 높이는데 가장 중요한 요소라고 할 수 있습니다. 해당 그래프에서는 τ=0.3 이 ID input에 대해서는 유사도 90.60%, OOD input에 대해서는 유사도 57.96%로, 원래 모델의 성능을 크게 저하시키지 않으면서 attacker의 공격 능력은 크게 저하시키는 가장 적절한 임계치라고 분석됩니다.

[그림 5] 유사도 그래프

**6. 결론 및 소감**

서한결

결론

본 논문에서 제시한 보안 프레임워크는 Enclave 내부에서 이루어지는 model inference과정에 AM 알고리즘과 같은 또 다른 보안 알고리즘을 추가한다면 다른 취약점들 또한 방어할 수 있을 것입니다. 따라서 여러 보안 알고리즘의 연구에 의해 제시된 보안 프레임워크는 그 성능이 점점 발전할 수 있고, 그 점에서 본 논문의 연구 성과를 찾을 수 있다고 생각합니다. 반면 프로세스 과정이 점점 늘어난다면 그만큼 속도면에서 손해를 볼 수 있습니다. 본 논문에서는 프레임워크의 보안적인 측면에 초점을 맞춰 프로세스를 구성하고 그 효과에 대한 실험을 진행하였지만, 머신러닝 서비스의 특성상 속도 또한 굉장히 중요한 요소이므로 이 부분에 대한 개선이 필요할 것입니다.

소감

우리 삶에 깊게 자리잡은 인공지능은 그 성능이 뛰어나 많은 연구가 이루어지고있지만, 가장 중요한 보안 분야에서는 연구가 잘 이루어지지 않았다는 사실을 듣고 관심이 생겨 졸업 논문 주제로 인공지능 보안을 선택했습니다. 대부분 영어 논문으로만 자세한 연구 결과들을 접할 수 있어서 이해가 안가는 부분도 많았고 연구 환경이 갖춰지지 않아 직접 구현하지 못한 부분도 많았습니다. 너무 어려운 주제를 선택한 것은 아닌지 후회하기도 했습니다. 스스로 얼마나 부족한 점이 많은지 깨닫고 중도에 포기하고 싶었습니다. 하지만 여러 어려움을 겪으며 부족하지만 직접 연구한 논문이 완성되자 그동안의 고생은 잊고 뿌듯함을 느낄 수 있었습니다.

강동윤

결론

본 논문에서는 여러 논문에서 다뤄진 취약점들과 그에 따른 방어법들을 한데 모아 하나의 프레임워크에 적용해 보았고 실제로 어느 정도 효과가 있다는 것을 알 수 있었습니다. 또한, 본 논문에서 미처 다루지 못한 다른 취약점이 있다면 그때 그때 바로 추가할 수 있다는 점에서 효용성이 있다고 생각됩니다. 하지만, 본 논문에서 참조한 Occlumency와 같은 프레임워크의 경우 CPU에서만 작동이 가능하기 때문에 GPU를 사용하는 경우 사용이 힘들어 속도가 느리다는 단점이 있었습니다. 이는 추후 GPU에서도 동작이 가능하도록 하는 다른 논문이 있다면 참조하여 속도적인 측면에서 개선이 가능할 것입니다.

소감

현재 인공지능 분야는 굉장히 많은 분야에서 사용되기 때문에 연구도 활발히 되고 저도 여러 인공지능 관련 학부 과목을 들으면서 관심이 많았습니다. 저는 보안 분야 연구실에서 학부연구생 활동을 하였는데, 학부연구생을 하며 인공지능 분야에 보안 측면의 문제점이 있는지 궁금증이 생겼고, 졸업논문에서 이 주제를 다루면 좋겠다는 생각이 들었습니다. 졸업논문을 쓰며 인공지능 분야에서도 보안 쪽의 여러 연구가 진행되고 있다는 것을 알게 되었지만, 아직 그렇게 활발하게 연구가 이루어지지는 못했다는 것을 알 수 있었습니다. 또한, 학부생 수준에서 논문을 쓰다보니 연구를 할 수 있는 환경이나 능력이 부족해서 저희 수준에서 방어하기 힘든 취약점들 또한 많다는 것을 알 수 있었습니다. 만약 공부를 더 많이 하여 연구할 수 있는 능력이 제대로 갖춰진다면 더 좋은 논문을 쓸 수 있지 않을까 하는 생각이 들었습니다.
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