清 华 大 学

**综 合 论 文 训 练**

题目：基于lkp-test的linux kernel性能分析

系 别：计算机科学与技术系

专 业：计算机科学与技术

姓 名：韩慧阳

指导教师：陈渝 副教授

2016年5月27日

关于学位论文使用授权的说明

本人完全了解清华大学有关保留、使用学位论文的规定，即：学校有权保留学位论文的复印件，允许该论文被查阅和借阅；学校可以公布该论文的全部或部分内容，可以采用影印、缩印或其他复制手段保存该论文。

(涉密的学位论文在解密后应遵守此规定)

签 名： 导师签名： 日 期：

# 中文摘要

在几乎所有的主流开源软件中，软件运行出现的问题大致分为两类：非性能缺陷和性能缺陷。其中后者通常具有难以检测、极为影响运行性能、可以通过少量代码更改解决等特点。因此，性能缺陷是开源软件当中（包括linux kernel）不可不引起重视的一点。

目前性能缺陷的精确检测尚没有成熟的技术，而使用lkp-tests(linux kernel performance tests)来进行内核分析，从而发现性能缺陷是一种很有效的方法。不过lkp-tests本身存在测试样例过多，测试冗余程度大等缺陷。

本文将从lkp-tests结果数据中进行一些分析，目的在于帮助改进lkp-tests的测试框架，减少冗余，并检测关键指标随着linux kernel版本的变化模式。lkp-tests是一个由因特尔开源技术中心高级工程师吴峰光建立的linux kernel性能检测框架，其从不同的benchmark、编译器、内核版本出发进行测试，使用不同的指标反映出内核的性能。

**关键词：**lkp-tests；指标；降维；相关性

# ABSTRACT

There are two main problems in almost all the OSS(open source software), non-performance bugs, which is also known as Functional bugs and performance bugs. And the latter usually are hard to detected, have considerable influence on the system performance and could be generally solved by only a few of lines of codes. That is why they should be taken into consideration seriously.

There is no way to detect performance bugs precisely till now, but lkp-tests(linux kernel performance tests) have shown that it can be very helpful in detection of performance bugs. However, lkp-tests is has too many extra tests which are not necessary, and they show quite limited results. It has limited the cost of the tests.

This paper will do some analysis base on results from lkp-tests, aiming to improve the lkp-tests framework and cut down testing cost. And the changing mode of key indicators along with different linux kernel versions will be detected, too.

LKP-Tests is a linux kernel performance testing framework authored by Fengguang Wu, , Senior Engineer @ Intel Open Source Technology Center. It tests a variety of indicators on benchmarks with different kernels and compilers.

**Keywords:** lkp-tests; indicators; Dimensionality reduction; correlation
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# 引言

## 研究背景

随着互联网技术的高速发展，传统的面对面工作方式对于软件产业来说已经变得不再必需，多数开源软件的开发过程都涉及了大量的开发人员。这些开发者，通常都是通过版本控制系统(VCS)和email进行交流。因此，开源软件通常具有员工工作选择自由度大、整个软件没有严格的系统级设计、没有明确的项目规划时间表等常见问题的出现(2)。目前传统的软件问题测试几乎都是通过随机黑盒测试，而性能缺陷通常不会直接造成系统的崩溃，二是体现在降低吞吐量、增加延迟、浪费资源上面，所以既难以检测，又会造成大型项目的整体漏洞的出现(4)。

鉴于性能缺陷对系统整体影响巨大，有很多的性能缺陷检测的方法提出(5)(6)(7)，

纵观目前提出的这几种方法符号标记(5)、缺陷追踪(7)、负载测试(6)，能大规模推广的仍然是与传统黑盒测试相似的负载测试方法，而lkp tests正是针对linux kernel建立的测试框架，为各种研究linux kernel性能缺陷的工作提供了数据基础。

而正是由于前面所提到性能缺陷的各种特点，lkp tests目前仍然存在测试不准确且测试样例大量冗余的弊端（这是因为性能缺陷的位置不能严格检测，所以设计之初需要力求覆盖面全）。冗余测试的存在浪费了大量的时间和精力，但是我们并没有得到更多的有用的结果，因此测试样例的精简是亟待解决的一个问题。

我们主要根据lkp tests测试结果的数据特征，从数据挖掘的角度出发，通过聚类、降维、相关性分析等手段，寻找冗余的测试样例、测试指标、测试配置等，分析过程会涉及多次不同维度的数据处理，并且对结果进行具有现实意义的解释。除此之外，文章还检测了随着不同版本的linux kernel的变化，关键指标的变化模式，避免因指标本身的变化规律对测试结果造成干扰。

## 研究现状

目前，因为lkp tests框架本身比较新，针对其进行的优化工作几乎没有，但是根据前面的介绍我们知道我们需要的主要是以下几个方面的技术：



### 降维

降维是机器学习和数据挖掘中经常用到的一个概念，通常指的是减少需要考虑的随机变量的数目的过程，最终获得一组“不相关”的主成分变量。通常降维的过程会分为特征选择和特征提取两个主要步骤，后者是降维处理的重点。其实是一种高维数据转化为一种有意义的表示的过程，理想情况下，对应于源数据，降维后的数据通常会有一个固定的维数(8)。

随着大数据时代的到来，诸如语音信号、数字照片、核磁共振成像扫描等技术产生了大量高维数据，因此降维的技术也应运而生。当前比较流行的降维算法有针对线性变化数据的PCA(Principle Component Analysis)算法(8) 即主成分分析和LDA(Linear Discriminant Analysis)即线性判别分析；也有针对非线性变化数据的LLE(Locally linear embedding)即局部线性嵌入和LE(Laplacian Eigenmap)即拉普拉斯特征映射。

#### PCA

PCA又称主成分分析，其主要思想是将高维数据投影到一个低维空间，使投影到这个低维空间之后原数据的方差能得到最大化的保留，这样可以使用低维空间来表示原来的高维数据(10)。并且“与小波变换相比，PCA能够更好地处理稀疏数据”(10, p102)，这一点将成为我们后续选择的时候的重要依据。

#### LDA

LDA也是一种线性降维方法，它与PCA相比有相似之处，同样也是寻找一个可以投影的轴，但是PCA侧重于保留数据信息，LDA侧重于将不同类的数据分离开。所以忽略了一些信息，比起PCA来说，丢掉了更多的信息(15)。

#### LLE

和以上两种方法不同，LLE是一种非线性的降维方法，它是从图形的角度出发去分析数据特点，所以该方法的特点在于投影到低维空间之后，数据还能保留高维数据的流型结构。但是有的时候LLE是不适用的（比如数据平均分布在一个椭球面或者圆球面上），所以应用不是非常广泛(14)。

#### LE

LE的思想与LLE有相似之处，但是它的主要特征是降维之后，原来有关系的数据点还能够相近(13)。

### 相关性分析

相关性分析已经是一个很成熟的技术了，这里我们实际需要的是离散数据的相关性分析（而且这种离散的数据中通常有缺失值）。目前比较流行的衡量两组数据离散相关性的方法是使用Pearson相关系数和Spearman相关系数。两者的区别如下表所示 (16)：

|  |  |  |
| --- | --- | --- |
|  | Pearson | Spearman |
| 数据集要求 | 正态分布 | 没有要求 |
| 分析来源 | 数据的均值方差，属于积差相关值 | 排序值 |
| 衡量侧重点 | 线性相关性 | 非线性相关性 |
| 参数要求 | 参数统计法， | 非参数统计法，需额外选择度量参数 |

另外，根据Jan(16)等的分析，“不要把Spearman相关性系数作为一个关键性的衡量指标进行过度解读”(16，p6)。我们会在之后根据二者的特点和数据的特征进行挑选。

# lkp-tests概述

本文的研究工作都是基于lkp-tests的测试结果进行的，在这里我们先对其进行一些基本的介绍。



## 工作机理

lkp-tests选择了一系列的benchmark作为自己测试的工具，在每个benchmark中又会分为不同的硬件配置、compiler、内核版本等等。最终的测试是用不同侧重点的指标来展现的。一次测试通常需要经过以下流程：

## 结果格式

lkp-tests的测试结果由三部分组成，matrix.json、job.yaml还有一个文本文件。三个结果文件的存储路径为（以ebizzy的一次测试结果为例）：

|  |
| --- |
| /result/ebizzy/100%-10x-10s/lkp-ws02/eywa-rootfs/x86\_64-rhel/gcc-4.9/6a13feb9c82803e2b815eca72fa7a9f5561d7861/ |

表1

上面路径中的每一个目录都有其存在的实际意义，依次为：

|  |
| --- |
| 结果根目录/benchmark名/硬件配置1/硬件配置2/硬件配置3/内核版本/编译器版本/commit ID |

表2

其中的文本文件是对本次测试的一次描述，而job.yaml是本次测试运行的工作，所以实际的测试结果只存在matrix.json中。下面我们用一个样例文件来介绍结果的具体格式：

|  |
| --- |
| {  "uptime.boot": [  179.89,  240.59,  278.72  ],  "uptime.idle": [  1868.05,  3320.11,  4214.25  ],  "numa-numastat.node0.numa\_hit": [  277959267,  273755067,  289353920  ],  } |

表3

如上表所示，是一个原始数据中的matrix.json的片段。数据采用json的格式存储，键是一个字符串，对应的是一个测试指标。值是一个列表，对应的是几次重复的测试，其中列表的规模是重复测试的次数，上面的例子中来自ebizzy（其中一个benchmark），代表的意思是，三个指标被重复测试了三次，分别得到了三组测试结果。测试结果是一个浮点值。

## 冗余测试简述

我们前面已经说过，本文的其中一部分工作就是减除冗余的数据，那么什么是冗余的数据呢？

根据数据格式，冗余数据可以分为指标性的冗余和配置性的冗余。

### 指标性冗余

一次测试中可能包含很多不同的指标（作为单独一个benchmark，ebizzy测试指标超过13000个），那么是不是每个指标都是有意义的就是一件值得思考的问题，也许有很多指标都在测试系统的本地I/O，他们之间存在很强的相关关系，比如一个指标测试的是系统一分钟接受的任务数目，另一个指标测试的是系统十分钟接受的任务数目，两者是完全成比例的，也就是说我们知道其中一个就可以计算出另外一个。这时我们就可以认为其中一个是冗余的。

### 配置性冗余

另外根据之前对路径的解释（表1、表2），我们可以看到，一次完整的测试对应的是一个完整的配置（benchmark、三个硬件配置、内核版本、编译器版本、commit ID）。对于同一个benchmark而言，如果两个配置的测试结果几乎没有差别，那么我们可以认为其中一个配置是冗余的。比如说，假如一个benchmark主要测试的是系统的本地I/O，两个配置出了commit ID意外都是一样的，但是两次commit的差别仅仅是改变了网络应用的速度，对于本地的I/O没有任何影响，也就是说两次测试结果完全是一样的，那么我们可以将其中一个配置认定为是冗余配置。

除此之外，不同benchmark之间也会存在这样的冗余配置，比如两个benchmark测试侧重点不同，但是都有本地I/O速率的测试，两个配置仅仅表现为benchmark的不同，其实内部测试都是一样的，那么这两个配置中可以认定其中一个为冗余配置。具体哪一个为冗余还需要具体的观察才能判断。

# 实验设计
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