摘 要

近些年，计算机视觉技术发展迅速，视频跟踪技术逐渐成熟，成为智能人机交互、机器人视觉、视频监控、异常事件监测等任务中的基础和核心技术之一。基于视频图像的多目标跟踪技术是目前计算机视觉领域的一个具有挑战性和吸引力的基础研究方向。在现实生活中，多目标跟踪技术可以作为行人、车辆行为识别等视频分析技术的基础，在视频监控、智能交通、运动视频分析、智能机器人等领域有着广泛的应用空间，具有很高的研究意义和实用价值。

目前，国内外学者对多目标跟踪算法进行了大量深入的研究，取得了令人瞩目的研究成果。特别是随着近年来计算机领域对于深度学习的进一步探索，越来越多的研究者提出将深度学习方法用于视频多目标跟踪中。深度学习方法的应用在一定程度上弥补了传统框架的弊端，比如处理拥挤场景下的长期遮挡问题。本文的研究目标是利用短轨迹在多假设跟踪框架中探究深度学习方法来优化视频多目标跟踪中的关联和多假设剪枝问题，

本文先介绍了近年来的多目标跟踪主流算法和深度学习方法。最后对多目标跟踪技术进行了总结。
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**Abstract**

In recent years, with the rapid development of computer vision technology, video tracking technology has gradually matured, becoming one of the basic and core technologies of intelligent human-computer interaction, robot vision, video monitoring, abnormal event monitoring and other tasks. Multi-target tracking based on video images is a challenging and attractive basic research field in computer vision. In real life, multi-target tracking technology can be used as the basis of video analysis technology such as pedestrian and vehicle behavior recognition. It has wide application space in video monitoring, intelligent transportation, motion video analysis, intelligent robot and other fields, and has high research significance and practical value.

At present, scholars at home and abroad have done a lot of in-depth research on multi-target tracking algorithm, and made remarkable achievements. Especially with the further exploration of deep learning in the computer field in recent years, more and more researchers put forward the deep learning method for video multi-target tracking. To some extent, the application of deep learning method makes up for the disadvantages of the traditional framework, such as dealing with the long-term occlusion problem in crowded scenes. The research objective of this paper is to explore the deep learning method in the framework of multi-hypothesis tracking to optimize the correlation and multi-hypothesis pruning in video multi-object tracking.

This paper first introduces the main algorithms of multi-target tracking and deep learning in recent years. Finally, the paper summarizes the multi-target tracking technology.
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语义分割一直是计算机视觉中十分重要的领域，从传统语义分割的发展到随着深度学习的流行，语义分割任务与方法也得到了大量的拓展和进步。在本章节中我们首先阐述了语义分割的背景和定义，然后再从论文出发概述近些年来多种语义分割的解决方案包括这些算法提出的背景、设计的思路以及解决的问题等，同时我们仍会介绍目前在语义分割领域中使用的主流数据集。本章节在深度学习的背景下由浅层模型到深度模型简要介绍了语义分割各种技术，包括这些技术的背景、方法以及解决的问题。如今，语义分割是计算机视觉的关键问题之一，语义分割产生的应用于静态2D图像、视频甚至3D数据、体数据的分割结果被广泛应用于多种计算机视觉的上层应用中。在宏观意义上来说，语义分割是为场景理解铺平了道路的一种高层任务。而作为计算机视觉的核心问题，场景理解的重要性越来越突出，因为现实中越来越多的应用场景需要从影像中推理出相关的知识或语义（即由具体到抽象的过程）。这些应用包括自动驾驶，人机交互，计算摄影学，图像搜索引擎，增强现实等。应用各种传统的计算机视觉和机器学习技术，这些问题已经得到了解决。虽然这些方法很流行，但深度学习革命让相关领域发生了翻天覆地的变化，不仅大幅度提升了语义分割的准确性同时也加快了生成场景分割结果的速度，因此，包括语义分割在内的许多计算机视觉问题都开始使用深度网络架构来解决，通常是卷积神经网络CNN，而CNN在准确率甚至效率上都远远超过了传统方法。然而，相比于固有的计算机视觉及机器学习分支，深度学习的发展还远不成熟。也因此，语义分割领域的发展仍具有巨大的空间。该领域的飞速发展使得对初学者的启蒙教育比较困难，而且，由于大量的工作相继被提出，要跟上发展的步伐也非常耗时。于是，追随语义分割相关工作、合理地解释它们的论点、过滤掉低水平的工作以及验证相关实验结果等是非常困难的。

语义分割是对图像的像素级分类，语义图像分割的目标是用对应的所表示的类来标记图像的每个像素。因为在该任务中我们是对图像中的每个像素分类进行预测，所以语义分割任务通常也会被称为密集预测。

在全卷积网络出现以前，早期研究常常采用图像块方法进行语义分割，即将图像切成块输入至深度模型，然后对图像块中的像素进行分类。这些分类网络一般会含有全连接层，而全连接层的输入需要固定大小的图像块，所以会将图像进行切块。一个比较初级的方式构造神经网络模型就是单纯堆叠数个卷积层（利用相同的padding以保证维度不变）再输出一个最终的分割图。这种模型通过一系列特征映射的变换直接学习得到一个从输入图像到输出分割结果的映射。然而，因为整个过程中图像大小是没有变化的，所以整个网络都在全分辨率下参与计算，而这个过程所带来的计算量是非常巨大的。为了降低网络学习的计算量，需要提出新的网络分割结构，这些结构里面一种比较流行的图像分割模型是Encoder-Decoder(编码解码体)结构。Encoder部分通过下采样降低输入的空间分辨率，从而生成一个低分辨率的特征映射（计算高效且能够有效区分不同类别）；Decoder则对这些特征描述进行上采样，将其恢复成全分辨率的分割图，这种结构的提出既可以保持着语义分割的准确性同时也大幅降低了深度网络对场景特征的提取。2014年，全卷积网络【1】 (Fully Convolutional Networks,FCN)的提出，推广了过往分类网络的CNN结构，该论文提出以卷积层替换全连接层，从而实现像素级的密集预测，FCN结构可以接受任意尺寸的输入图像，采用反卷积层对最后一个卷积层的特征图进行上采样，使其恢复到输入图像相同的尺寸，从而对每一个像素都产生一个预测，实现逐像素分类。FCN成为了语义分割网络研究的基本架构，众多研究在此基础上展开。Encoder-Decoder结构也被首先引入FCN架构。Encoder使用池化层逐渐减少空间维度从而获取场景特征图，而Decoder使用上采样的方法恢复空间维度和细节信息，最终获取与输入大小一致的特征图，通过高低层网络之间的跃接，在保持着特征提取效率同时保留了足够的像素级细节，除了FCN，经典语义分割网络SegNet与UNet都是此类结构的典型应用。SegNet【2】的提出推广了之前Encoder-Decoder结构,其在编码网络连续的下采样导致了在输出的特征图上的每一个像素都重叠着着大量的输入图像中的空间信息。在解码网络中复用了最大池化层，这种应用改善了边界划分，减少了端到端训练的参数量。相较于之前的编码解码网络，SegNet在速度和效率上都有着明显的改进。随后，Ronneberger等人通过扩张解码器模块的容量的方式改进了上述的全卷积结构（fully convolutional architecture）。具体来讲，这种U-Net【3】结构“包括捕获上下文的收缩路径和实现精确定位的对称扩展路径”。这种结构直至目前也非常流行，已经被拓展至了多种分割问题上。在UNet的基础上，Drozdzal【4】等人在堆叠上使用残差模块替换了基础卷积模块。这种残差模块在模块内部含有skip conncetions，同时保留了与U-Net相同的在编码器与译码器对应特征图之间的skip connections。他们称这种方式能够使得网络更快收敛，也能够适用于更深的网络结构。同时基于这些工作，Jegou【5】等人提出了在网络结构中使用dense blocks，也是遵从于U-Net结构，称dense blocks的属性使得它们能够更好地适应语义分割任务，因为其天然携带skip connections和多尺度监督。这些dense blocks之所以高效是因为它们携带了从前序层中得到的low-level特征，也包含了从后续层中得到的higher level特征，从而实现更高效的特征复用。之后someone【6】使用扩张卷积（atrous/dilated convolutions）提出了ztrous spatial pyramid pooling (ASPP)应用全连接CRF。Dilated卷积在不增加参数个数的基础上实现了感受野的增加。多尺度处理既可以通过同时传递原始图像的不同尺度进入平行CNN分支（图像金字塔）实现，也可以通过（或同时使用）多个不同采样率的平行atrous convolutional layers实现（ASPP）。结构预测（Structured prediction）通过全连接CRF实现。CRF作为一个独立的后处理步骤单独训练。然而应用dilated/atrous卷积设计的方法的局限在于，扩张卷积的计算量巨大，且需要占用大量内存用于处理大量高分辨率的特征图。这一点输入了高分辨率下的预测计算。比如DeepLab’s预测就是原始输入的1/8尺寸。因此，RefineNet【7】论文中建议使用编码器-解码器结构。编码部分是ResNet-101模块，解码器包括RefineNet模块，将编码器下的高分辨率特征与前序RefineNet模块的低分辨率特征级联/融合。每个RefineNet模块都包括通过对低分辨率特征上采样融合多分辨率特征的部件和基于5x5步长为1的pool层进行内容捕获的部件。上述的两个部件每个都应用了基于恒等映射思想（identity map mindset）的残差连接设计。然而编码解码网络的结构不能支持其提取到输入图像中足够多的特征信息，在后来的发展中，语义分割领域出现了更多更复杂的网络来弥补这种不足，如PSPNet【8】、PSPNet的网络结构中存在着一个复杂的金字塔池化层用来提取特征图中不同尺度的信息，相较于UNet，PSPNet具有着更为复杂的网络结构，在多类别分类任务上一般也更具鲁棒性。全局场景类别的意义在于其提供了分割类别的分布线索。金字塔pooling模型通过应用大尺寸核的pooling层以捕获这些信息。如这篇论文，扩张卷积被应用于修改Resnet，同时增加了金字塔pooling模型。这个模型将ResNet的特征图经过上采样后整合。除主分支上的损失外，辅助损失被应用于ResNet的第4个阶段。这个概念在其他地方也被称作intermediate supervision。

之后【9】提出了含有非常大核的编码器-解码器结构语义分割需要同时对分割对象进行分割和分类。考虑到全连接层不能实现分割任务，论文用大尺寸核的卷积运算替代全连接层。

另一个应用大尺寸核的愿意是，尽管类似于ResNet这样更深的网络结构能够拥有比较大的感受野，但是研究显示，网络其实从一个小很多的区域（有效感受野，valid receptive field）收集信息。大尺寸核计算成本高且参数众多，因此一个kxk的卷积可以用1xk+kx1和kx1和1xk卷积。这个模型在论文中被称为Global Convolutional Network (GCN)。回到结构本身，ResNet（不含有任何扩张卷积）组成了编码层，GCNs和反卷积组成了解码层。算法还使用了一个简单的残差模块Boundary Refinement (BR)。

除了在固定二维场景中进行语义分割，【10】提出spatial path 和 contex path实现实时性语义分割。BiSeNet区别于 U-shape 和 Dilation 结构，尝试一种新的方法同时保持 Spatial Context 和 Spatial Detail 。所以，论文中设计了Spatial Path和Context Path两部分。顾名思义，Spatial Path使用较多的 Channel、较浅的网络来保留丰富的空间信息生成高分辨率特征；Context Path使用较少的 Channel、较深的网络快速 downsample来获取充足的 Context。基于这两路网络的输出，文中还设计了一个Feature Fusion Module（FFM）来融合两种特征， TDNet【11】这篇文章提出了一个基于时序分布网络的视频语义分割算法TDNet（Temporally Distributed Network），它的设计思想来自于这么一个观察：较深的网络输出的特征是可以由一系列的浅层网络输出的特征进行组合得到。而在视频分割任务中视频是具有时序属性的，而且视频分割也是有时序属性的，因而就可以在一定的时序范围内使用浅层的网络进行特征抽取，之后在经过组合可以达到深层网络输出特征的效果。这样的思路迁移也是相当简单的，那么怎么来实现文章中说的将多个浅层特征进行组合呢？文章对此的解决办法是使用一个新的APM（attention propagation module）来实现，减少分割目标移动对分割性能的影响。此外，还引入了知识蒸馏的概念，从使其可以在浅层网络输出特征与组合特征的两个层面进行知识迁移，从而提升学生网络的性能。

【12】论文提出了RefineNet 的轻量化版本Light-Weight RefineNet ，针对实时分割任务，将速度从20FPS提升到了55FPS。总体网络结构，分为下采样的encoder部分和上采样的decoder部分。网络主要包含4个模块，RCU，CRP，FUSION，CLF。为了轻量化该网络，分别使用RCU-LW，CRP-LW。

FUSION-LW替换了原始网络的RCU，CRP，FUSION。通过后续的实验作者又发现RCU对于网络的精度提升效果微弱，因此将RCU模块也去掉了。为什么去掉RCU模块，网络精度影响很小，因为(1)虽然RCU模块中的3\*3卷积使得网络具有更大的感受野，但是通过shortcut结构，底层特征和高层特征也可以共享。(2)CRP模块也可以获得上下文的信息。

语义分割在深度学习时代下取得了飞速的进步，然而从上面的回顾也可以看出，语义分割仍然有很多问题需要克服，目前还远称不上已经解决，更准确的分割边界，小物体的分割，实时性语义分割等问题仍然是一个挑战，要因此还需要学术界和工业界的持续努力。

在对语义分割的结果做评价时，一般会使用到以下的定量计算标准：

1.像素精度（Pixel accuracy）：每一类像素正确分类的个数/ 每一类像素的实际个数。

2.均像素精度（Mean pixel accuracy）：所有类像素精度的均值。

3.图像交并比（Intersection-over-Union，IoU）：是检测结果与实际结果的交集和并集的比值，最理想情况是完全重叠，即比值为1。

我们已经讨论过许多基于RGB信息的分割网络了，今天就来谈谈RGB-D分割。RGB-D分割中的D指的是“Depth”，即“深度”，也就是相机到物体在实际空间中的距离。那么既然RGB信息已经能够实现分割，为什么要用到深度信息呢？原因很简单：引入深度信息后，其提供的额外结构信息能够有效辅助复杂和困难场景下的分割。比如，与室外场景相比，由于语义类别繁杂、遮挡严重、目标外观差异较大等原因，室内场景的分割任务要更难实现。此时，在结合深度信息的情况下，能够有效降低分割的难度虽然道理容易，但是如何实现RGB-D分割还是有些问题需要解决的：

如何有效地表述和融合共存的深度和光度（RGB）数据

如何在特征学习过程中有效获取全局场景上下文

LSTM-CF【13】的网络结构详细介绍了如何实现RGB-D下的语义分割。

基于ReNet【14】，LSTM-CF利用长短时间记忆和DeepLab实现分割。LSTM-DF主要包括四个部分：用于竖直深度上下文提取的层，用于竖直光度上下文提取的层，用于整合光度和深度上下文成2D全局上下文的记忆融合层，和像素级场景分割层。输入深度信息后，LSTM-CF利用HHA描述，将深度信息转换成视差、表面法线和高这三个通道的信息。随后，利用ReNet提取不同方向上的上下文信息，并在两个方向进行双向传播。与此同时，对于RGB通道信息，网络利用如上图所示的卷积结构提取特征，利用插值将各级特征恢复到相同分辨率下，并级联。之后，同样利用ReNet获取上下文信息。该论文的结果展示了分割的主要精度还是来源于RGB信息的，但是引入了深度信息和上下文信息后，网络的精度能够得到一定的提升。

而【15】提出了RGB-D信息就是标准的RGB图像信息中引入了深度信息，而深度信息可为RGB图像提供对应的几何关系。现有的大多数工作只是简单地假设深度测量是准确的，且与RGB像素能够良好地对齐，由此将该问题建模为交叉模式特征融合以获得更好的特征表示从而实现更准确的分割，但是，通常传感器无法获得令人满意的精准的深度结果，实际的深度数据通常比较嘈杂，这可能会随着网络的深入而降低分割的准确性。提出了一个统一而有效的跨模态引导的编码器，该编码器不仅可以有效地重新校准RGB特征响应，而且还可以通过多个阶段来提取准确的深度信息，并将两者交替合并在一起重新校准的表示形式。提出的体系结构的关键是新颖的“分离与聚合gate”操作，该操作在交叉模态聚合之前共同过滤和重新校准两种表示形式。同时，一方面引入了双向多步传播策略，以帮助在两种形态之间传播和融合信息，另一方面，在长期传播过程中保持它们的特异性。此外，提出的编码器可以轻松地注入到先前的编码器-解码器结构中，以提高其在RGB-D语义分割任务上的性能。在室内和室外具有挑战性的数据集上，本文的模型均始终优于最新技术。

同时在RGBD的语义分割领域上论文【16】提出了一种基于三维点云的三维图神经网络(3DGNN)，它在点云的基础上构造了一个k近邻图。图模型中的每个节点对应一组点，并与一个隐藏的表示向量相关联，该向量初始化时使用一元CNN从2D图像中提的外观特征。每个节点都依赖于递归函数，根据当前状态和邻居传入的消息动态更新其隐藏表示。该传播模型展开一定数量的时间步长，最后的每个节点表示用于预测每个像素的语义类。通过深度信息将2D像素转化为3D点云，同时每个点与一个一元特征向量关联起来（比如2D CNN网络的分割输出）然后通过3D点构建图模型，边通过最近邻的方式获得。使用图像特征向量对点特征表达进行初始化。然后依据点的历史状态和邻居传递的信息（包括外观和三维几何信息）实现特征的动态更新。将节点的最终状态作为每个节点的分类输出。根据任务的不同，最终的预测可以在节点级，也可以在图级。即可以实现语义分割也可以实现图像分类。例如，可以将隐藏的表示(或其聚合)提供给另一个神经网络来执行节点(或图)分类。

与RGB语义分割相比，RGBD语义分割可以通过考虑深度信息来实现更好的性能。然而，由于RGB和深度（D）图像的特征分布在不同场景中显着变化，因此当代分割器有效地利用RGBD信息仍然存在问题。在论文【17】中，我们提出了一个注意补充网络（ACNet），它选择性地从RGB和深度分支中收集特征。主要贡献在于注意补充模块（ACM）和具有三个并行分支的架构。更确切地说，ACM是一个基于通道注意的模块，可从RGB和深度分支中提取加权特征。该架构提供原始RGB和深度分支的推断，并同时启用融合分支。基于上述结构，ACNet能够利用来自不同渠道的更高质量的功能.

而【18】提出了一种自底向上的反馈式弱监督分割算法框架。该框架采用了随机森林进行初标注,然后通过改进的SLIC算法对图像预分割得到超像素,在此基础上提取超像素特征,使用条件随机场对初标注结果进行全局优化。最后,通过设计的反馈式机制解决弱监督带来的问题,从而构成整体算法模型。(2)探究并优化了用于随机森林的区域纹元特征组合模式。在使用随机森林初标注的同时,我们探究了多种不同的区域纹元特征组合模式,并融入了改进的深度归一化处理。最终,得出了最优的随机森林区域纹元特征的计算方案。(3)提出了多种新颖的用于条件随机场的超像素特征。在使用条件随机场过程中,我们针对超像素不规则的特点提出了三类特征,分别是外观特征、几何特征和纹理梯度特征。同时,还将深度信息融入到超像素分割当中。(4)提出了一种基于图像评价的反馈式分割机制。本文使用综合了边缘评价和区域评价的图像筛选器选出好的分割图像反馈回训练样本中,形成递归结构。通过实验,我们证明了提出的整体算法框架在弱监督语义分割上可以取得很好的效果,甚至优于部分全监督算法。

前人的研究已经充分证明了在RGB图像的语义分割上引入场景的深度信息对于语义分割的精度是有一定提升的，而提升的效果除了在于如何引入深度信息之外，更重要的事在于如何获取精确的场景深度信息，而传统的深度提取方法都存在着精确性和鲁棒性的缺陷，因此在本文中，我们引入了在深度估计领域上前沿的算法，也就是光场深度估计，引入光场信息的深度估计在精确度跟鲁棒性上相较于传统方法都有着十分明显的提升。本章节将具体介绍光场深度提取的相关概念与内容。

传统相机由主镜头和传感器平面等部分构成，由于记录的是空间中不同方向的光线通过主镜头的积分，传统相机并不能区分光线方向信息，只保存了该视角下的场景图像。全光相机的概念由 Adelson 和 Wang[19] 在 1992 年提出，通过在主镜头与传感器平面插入微透镜阵列，全光相机可以将场景中来自不同方向的光线记录在传感器上不同的像素中。因此，全光相机可以通过一次的拍摄捕捉到场景中光线的空间和角度信息，得到不同视角的场景图像信息与传统图像不同，光场相机的特殊成像方式使得光场图像包含了多种不同的表现形式，因此本节将介绍光场图像的不同表示形式以及数字重聚焦原理，并在此基础上分析各个图像形式中成像一致性的表现。针对子孔径图像，也即视角图像，多数研究基于场景点的成像一致性，采用立体匹配算法来进行深度估计。传统多视角立体匹配算法已经得到了成熟的发展，在文献 [20，21] 中有相关的总结和介绍，其中常用的匹配程度计算方法包括有绝对差值和 (Sum-ofAbsolute-Differences，SAD) 、平方差值和 (Sum-of-Squared-Differences，SSD) 、梯度差值(Sum-of-Gradient-Differences，GRAD) 以及正交交叉相关 (Normalized-Cross-Correlation，NCC) 等。由于不同匹配方法具有各自不同的优势和缺点，许多研究[22,23] 根据不同匹配的特点，选择采用单一或多个匹配项结合的方式针对不同种类的光场图像进行计算。特别地，Jeon 等人[24] 设计了基于学习的匹配项算法，针对不同场景下的光场图像采用随机森林算法从 31 个不同的匹配项中选择最为可靠的匹配代价结合方式以及计算方法，进一步得到准确的深度估计结果。此外，基于光场图像的结构特性，一些专为光场图像设计的匹配算法也被陆续提出。Heber 等人[25] 引入了基于鲁棒主成分分析 (Robust Principal Component Analysis，RPCA)的匹配项。该方法首先根据不同的深度标签对视角图像进行扭曲，并提出采用正确深标签扭曲得到的视角图像所构成的矩阵具有较低的秩；然后通过最小化矩阵的秩，该方法相当于同时计算了全部视角之间的匹配度。此外，该方法所提出的最优化问题相当于在立体重建的同时对视角图像进行了去噪，可以进一步得到超分辨的视角图像。Johannsen 等人[26] 提出了基于稀疏编码的深度估计框架，通过移动中心视角图像对应点的位置仿真出不同深度标签下的光场图像构成字典元素，并采用该字典对真实的光场图

像进行稀疏表示。对应稀疏编码的系数可以用于计算深度标签，系数分布的统计分析可

以用来判断场景中是否存在由于透明或者反射造成的多层深度，并进一步通过高斯混合

模型求得不同表面的深度信息。Williem 等人[27] 则提出了角度熵矩阵 (Angular Entropy

Metric)。由于光场图像提供了足够的视角图像匹配点构成角采样图像，该方法提出对于

未被遮挡的区域，其角采样图像的颜色直方图具有明显的峰值，因此可以通过计算角采

样图像的熵来衡量一致性针对极面图像的斜率估计算法在传统多视角图像中的应用并不广泛，主要是因为统多视角图像的基线较宽，匹配点位置在相邻视角图像中的跨度较大，使得极面图像中的直线斜率过大而难以检测。而光场图像受到主镜头拍摄范围的限制，所提取的视角图像之间基线较窄，可以通过不同的方法衡量极面图像的直线斜率得到深度信息。

针对光场极面图像的斜率估计，Wanner 等人[28] 提出了基于结构张量的方法衡量直线方向，并通过建立能量函数得到全局优化的深度图。不同于传统的点与点之间匹配计算，基于结构张量的方法计算速度较快且精度不受标签的限制。然而由于结构张量要求极面图像在角度空间的抽样较为密集，因此对于过大的视差点 (相邻视角中的位置离大于 1)，该方法不能获得相应的斜率信息，也因此限制了该方法的应用。随着近年卷积神经网络 (Convolutional Neural Networks，CNN) 的发展，2016 年，Heber 等人[29] 提出

采用极面图像块进行训练并对极面图像中的直线斜率进行预测，最终通过衡量斜率估计

的可信度，构建高阶正则项的凸优化来克服在无纹理区域的预测错误。2017 年，Heber

等人[30] 提出了新的 U 型神经网络架构，采用极面图像的堆叠代替二维的极面图像进行

深度估计。U 型的网络架构包括对称的两部分，编码部分将三维的图像信息 (二维的空

间信息以及一维的方向信息) 抽象成为高维的特征图，解码部分将得到特征图进行计算

得到期望的输出。光场图像可以通过计算得到一系列聚焦在不同位置图像，也即聚

焦序列。因此传统的从散焦估计深度 (Depth from Defocus，DfD) 以及从聚焦估计深度

(Depth from Focus，DfF) 可以用于估计聚焦序列不同图像中的聚焦区域，进而得到该区

域的位置信息。针对聚焦程度的计算，文献 [31] 采用拉普拉斯算子计算聚焦序列的

散焦度，文献 [32] 则通过计算角采样图像的均值作为聚焦线索，此外，Lin 等人[33] 根据

聚焦在真实深度两侧方向上的偏移量具有一致颜色的原理，提出聚焦序列在真实深度值

两侧的对称性原理，并据此设计了一个基于聚焦序列对称性的匹配项来进行鲁棒的深度

估计。该文献还提出了一个基于仿真分析的方法，通过比较深度图计算得到的仿真聚焦

序列与真实聚焦序列的差异，设计新的聚焦序列匹配项，用角采样图像的均值代替方差

减少噪声的影响。Williem 等人在[34] 提出了约束自适应的离焦匹配代价，将原始的聚焦

序列分为不同的图像块儿选用未被遮挡的部分进行离焦程度的计算，以此排除遮挡的影

响。文献中对不同的聚焦匹配项在不同光场图像以及不同场景中的表现进行了比较和总

结
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