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**Abstract**— Twitter has been the most important part of digital communication these days. It has been the channel of communication across the world for daily news starting from television gossips to case-of-emergency news. But due to large amounts of data flooding into the twitter base every minute, sometimes, a highly important piece of news such as a disaster occurrence can be submerged amidst not at all important tweets. Due to this, it may take days or even weeks before the disaster news reaches to people, meanwhile, a huge irrevocable loss can happen already. This project aims to highlight the disaster emergency news so that users can be constantly notified on the emergency issues out of millions of other tweets. We take the challenge to build a machine learning model that classifies between tweets about real disasters and the rest. The key challenge is to distinguish metaphorical usage of tragedy vocabulary and the real intended usage of disaster terms. For example, a user tweets ‘Thoughts are a storm, unexpected’. This is clearly a metaphorical statement. Even though it is obvious for humans to interpret that this tweet is not about a real disaster, but it is less clear to a machine. This problem is also an actively ongoing Kaggle competition. We want to explore possible predictors and conclude on the right predictors to solve this classification problem. The dataset has 10,000 tweets that were hand classified[1]. We will explore Naïve Bayes, LSTM and CNN classifiers to solve this problem.

1. Introduction

This report describes the step by step process of building a recurrent neural network (RNN) that classifies tweets to one of two potential classes: Disaster related tweet or Not Disaster related tweet. A basic implementation of a Long Short-Term Memory Network (LSTM) along with a specialized embedding matrix is used in this method. We also explored the variation of test score with input batch size and optimization iterations in this process. We also used a 10-fold cross validation logistic regression with bag of words model which was modified to classify the tweets. This attributes to the inherent ’features’ that the models emphasize.

1. Literature review/related work

<Here, we write about classification problem, RNN and LSTM>

1. Project Architecture (5 pts)

<We will describe the basic LSTM architecture and elaborate on it>

1. Testing methodology/Accuracy testing (5 pts)

<We will add prediction/results and the accuracy from the python notebook>

1. Result, conclusion, future work detailed description (10 pts)

<Results of the Kaggle competition and future work to use it for classification problems>
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**References**

1. Data and Problem source: <https://www.kaggle.com/c/nlp-getting-started/data>.

**Dataset and Description**

Link: <https://www.kaggle.com/c/nlp-getting-started/data>

1. Data format: Each sample in the train and test set has the following information:
2. The text of a tweet
3. A keyword from that tweet (although this may be blank!)
4. The location the tweet was sent from (may also be blank)
5. Files we have:
6. train.csv - the training set
7. test.csv - the test set
8. sample\_submission.csv - a sample submission file in the correct format
9. Columns we use:
10. id - a unique identifier for each tweet
11. text - the text of the tweet
12. location - the location the tweet was sent from (may be blank)
13. keyword - a particular keyword from the tweet (may be blank)
14. target - in train.csv only, this denotes whether a tweet is about a real disaster (1) or not (0)
15. Output: We will predict whether a given tweet is about a real disaster or not. If so, predict a 1. If not, predict a 0.

**Technologies we plan to use:** Python, Keras, Tensorflow.