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**Detecting Trust: Visual Search for Social Dimensions in Faces**

People make numerous instantaneous judgments about a person based on their faces. These judgments can be objective (e.g., a person’s race or gender) or subjective (e.g., how trustworthy or smart). These judgments often have real-world consequences, such as determining electoral success, criminal sentencing, and even hiring decisions (Blair et al., 2004; Rule & Ambady, 2008; Todorov et al., 2005).

Trustworthiness is a well-established social dimension that people perceive and evaluate others on. Oosterhof & Todorov (2008) showed that valence (a cue that signals whether one should approach a person or not) and dominance (a cue that signals the physical strength of a person) are the two main dimensions that underlie social traits such as trustworthiness. They built a model of facial trustworthiness and dominance that can generate faces that vary along these traits. More recently, Peterson et al. (2022) have improved upon that model and have created a model that can generate highly realistic faces that vary on a wide variety of both subjective and objective traits, as well as predict the ratings of given faces on these traits.

It is established that visual search can be performed on dimensions such as race and emotion, which are rather objective and visually discriminable characteristics of faces (Levin, 2000; Otten, 2016; Sun et al., 2013). However, race and emotion are just two dimensions or attributes that one can infer from other’s faces during everyday interaction. For instance, it would be ideal to find someone friendly and outgoing to talk to at a party you were invited to, whereas looking out for faces that look untrustworthy at Times Square is a good way to remain vigilant to keep your personal belongings safe. Ostensibly, humans are able to search across social dimensions that are more subjective, but to our knowledge, it has not been empirically investigated.

Earlier visual search experiments using face stimuli have shown that search can be performed over more objective traits such as race and gender. (Levin, 2000) conducted a visual search study to understand the persistence of cross-race recognition. The cross-race recognition deficit is the phenomenon where individuals are less accurate in recognizing and discriminating between members of a different race than their own. He demonstrated that individuals who show a cross-race recognition deficit during discrimination tasks did not have slower search times for cross-race faces and were accurate in discriminating among cross-race faces within a visual search paradigm.

Search across emotion and its interaction with race have also been studied. Otten ( 2016) used Black and White faces that displayed either a frightened or angry emotion and demonstrated that Black faces were detected more quickly than White faces, and angry faces were detected quicker than frightened faces, and that Black angry faces were found quicker than their White counterpart. To further probe if this finding was due to implicit associations between race and negative emotions, Otten paired the search task with an IAT measure involving images of Black and White faces and words that were either positive or negative. He found that individuals who scored higher on the IAT measure, indicating a stronger anti-Black/pro-White bias, had less steep search slopes (i.e. Black targets captured attention so much so that increasing the display size of search did not influence search times).

Social identities, such as artificially induced ingroup and outgroup identities, can capture attention (Brosch & Van Bavel, 2012). The researchers briefly trained participants on faces that they arbitrarily assigned to an ingroup or outgroup (same or different college affiliation as the participant) by presenting them in different colored backgrounds. Then they presented the learned faces randomly as one of the cues in a dot probe task, along with a neutral face as the second cue. Immediately after this cue presentation, they presented the dot probe at one of the two locations and showed that the reaction time to the probe was smaller when the target was preceded by an outgroup face cue. They subsequently demonstrated that this effect generalized to new, unfamiliar outgroup face images shown during the task. This demonstrates that social information extracted from faces can influence attention.

Chwe & Freeman (2024) demonstrated that trustworthiness judgments can also be made at a group level. Participants shown a display of multiple faces were able to determine the trustworthiness of the ensemble, even when flashed for half a second. Additionally, the participants’ ratings of the trustworthiness of ensembles were more accurate than the ratings for the individual faces within the ensemble, indicating that participants were more sensitive to group-level trustworthiness ratings than individual faces. Similarly, other social dimensions such as attractiveness have been shown to be extracted from ensemble displays of faces (Luo & Zhou, 2018).

Taken together, this indicates that subjective information such as social characteristics can be extracted rapidly from not just individual faces, but also in group settings. Information such as learned ingroup/outgroup identities, which cannot be disambiguated based on visual information, like color or contrast, can influence attention. Therefore, it is possible that trustworthiness is a dimension that can be searched on in a visual search paradigm.

In this study, participants will be shown a display of artificially synthesized faces that vary on whether they appear trustworthy or untrustworthy and are required to search for a trustworthy target amongst untrustworthy distractor faces or vice versa. If trustworthiness is a dimension that can be searched across, participants should be able to accurately identify the target. It would be interesting to see whether search asymmetries emerge when the target is a trustworthy face versus an untrustworthy one, as it is unclear if observers can classify trustworthiness as a feature that is either present or absent in a very explicit manner.

**Method**

**Participants**

As this study will be run in person, the subjects will be recruited from the SONA participant pool. They will be required to have normal or corrected-to-normal vision. Typically, visual search experiments recruit a minimum of 30–50 participants.

**Stimuli and Experiment Setup**

In each trial, subjects will view a display of faces. Each face is created by averaging 10 randomly selected faces from the Chicago Face Database (Ma et al., 2015) after being encoded into the GAN model (Peterson et al., 2022) . Random noise is added to their identities so each face looks a little different from one another. Twenty unique faces were created for this experiment. Currently, only white male faces are used. In the final iteration of the project, faces from other available races and both sexes from the CFD will be used. The model created by Griffiths et al., which contains the latent space distribution corresponding to a variety of social dimensions, is used to transform the averaged face to vary in how trustworthy they appear. The model is set to control for factors such as age, smiling, and gender. For each identity, both trustworthy and untrustworthy versions were generated. The background of all the images was removed using a remove background tool library (Gatis, 2025) that automatically detects the edges of the face and removes the background. From this set of images, the target and distractor faces are randomly selected for each trial display.

The face marker locations for each face are obtained using the dlib Python library. All 61 face marker coordinates, along with the valence (here, I use valence as the term to describe whether the transformed face is trustworthy (+1), untrustworthy (-1), or neutral (0); this is different from the way that valence is defined in Oosterhof and Todorov, 2008), are stored in a CSV file (stim\_data.csv). The dlib-generated pixel coordinates are transformed into degrees of visual angle within PsychoPy.

The face marker locations that correspond to the mid-ear location on both sides of the face will be used to determine the position of the target cross in the final search display. Once the random set of images is selected for the experiment, the program places the target cross a distance of 0.5 degrees outward from the selected markers (markers 2 and 15) so that the cross appears at a consistent distance from each face across the display. Only one marker appears next to each face in the display, and the location (left or right side of the face) is randomized.

The target valence is randomized across blocks, and the display set size is randomized within each block and can consist of either 1, 3, 6, or 12 images. Each participant will complete a total of 240 trials (30 trials per set size (4) per target valence (2)).

The experiment will be created and run using PsychoPy (v2024.2.4)(Peirce et al., 2019). PsychoPy has built-in functions that allow for precise records of reaction time measures and has a graphical user interface setup that is optimized for psychophysical experiments.

One concern with this experiment is how the subjectivity of trustworthiness judgments might influence the accuracy and reaction time measures. It is possible that in any given trial, the target trustworthy or untrustworthy face is not the face that the participant might perceive or rate as being the most trustworthy, and therefore there is a possibility of erroneously responding to an untrustworthy face that they perceive as the trustworthy target. A proposed variant of this task to work around this subjectivity issue is to set the target in each block to be one fixed face and instruct participants to just find this set target instead of instructing them to find the trustworthy or untrustworthy target.

**Procedure**

After completing the standard consent procedures, participants are presented with instructions before starting the task. Their task is to search for the target face that is either trustworthy or untrustworthy amongst the distractors that are of opposite valence (e.g., if the target is trustworthy, the distractors are untrustworthy). If the alternate version of the experiment is run, the instructions will contain the target face that they will be searching for, and the target will remain constant across the whole block. Once they locate the target face within the display, they are required to respond to the location of the blue target cross, which is present either on the right or left side of the face. They should press the right arrow key on the keyboard if the blue target is on the right, and the left arrow key if the blue target is on the left. They will be given short breaks frequently throughout the experiment.

**Predicted Results**

The accuracy in finding the target will determine whether trustworthiness is a dimension that can be searched for. A two-way repeated-measures ANOVA should be conducted on the reaction time data across the different set sizes (1,3,6, and 12) and target conditions (trustworthy and untrustworthy). If reaction times for finding the trustworthy target are consistently higher across all set sizes compared to the untrustworthy target, this would indicate a search asymmetry—suggesting that trustworthiness is perceived as a dimension that is either present or absent.

If the alternate proposed version is run, we would examine the reaction time differences between target conditions. If trustworthy targets among untrustworthy distractors take longer to find than untrustworthy targets among trustworthy distractors—or vice versa—it could indicate that the trustworthiness of faces in the display influences search times. This would suggest that trustworthiness functions as a categorical feature in visual search, where the presence of a trustworthy face is detected more readily than an untrustworthy face (or vice versa), indicating a search asymmetry.

**Discussion**

If participants can accurately search for the target, this would indicate that trustworthiness is a dimension that can be used as a feature in visual search. Furthermore, this would provide the first evidence that subjective social dimensions inferred from faces can be used in a visual search paradigm.

As mentioned earlier, one challenge encountered while designing this study is the highly subjective nature of trustworthiness judgments. Additionally, the current model used to manipulate facial trustworthiness is not able to keep identity perfectly constant; it inadvertently introduces subtle changes in facial identity, which may add low-level visual information that could influence search behavior.

A potential solution to this issue is to create custom stimuli for each participant based on their own trustworthiness ratings, collected in a face-rating task conducted prior to the visual search task. The faces displayed during the search would then be manipulated in real time using new latent values derived from participants' ratings. This approach would ensure that each participant sees a target that is, according to them, the most or least trustworthy face in the set. If successful, this method would not only allow for more reliable conclusions about visual search using the trustworthiness dimension but also help us understand individual differences in visual search patterns. It could further extend this paradigm to other subjective social attributes inferred from faces.

In future studies, it would be valuable to explore how race and gender (of both the stimuli and the participant) interact with trustworthiness in visual search. This would help us better understand how visual search and social perception operate in more ecologically valid, real-world settings.
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