# NewsHive

## Objective:

To build a smart and responsible news verification system that uses AI to analyze content credibility, empowers genuine users through a dynamic trust score, and reduces the spread of misinformation by weighting votes based on user reliability instead of treating all votes equally.

## Motivation:

Fake news and biased information have become a serious threat in today's digital age, influencing opinions, sparking panic, and even affecting public health or safety. Social media and online platforms are filled with posts that look popular but may not be true, as voting and liking systems can be easily misused. There’s a need for a smarter system that not only filters misinformation but also promotes digital responsibility. This project aims to give power back to truth and trustworthy users, encouraging people to share with accuracy and integrity.

## Abstract:

In recent years, the rapid spread of fake news and misinformation has created a growing concern across digital platforms. Traditional voting or like-based systems used to assess the popularity or credibility of posts are easily exploited by bots, fake accounts, and biased users. This results in false content being amplified while genuine news often gets buried.

This project introduces a Crowd-Verified News & Trust-Based Voting System, which enhances content credibility analysis using Natural Language Processing (NLP) and Sentiment Analysis. It evaluates whether the tone of a news item seems emotional, manipulative, or neutral, helping flag suspicious content. Each user is assigned a credibility score based on factors such as consistency, accuracy, historical voting behavior, flagging/reporting trends, and user verification status.

Instead of a flat voting system, the system adjusts the influence of each user's vote based on their credibility score, making the system fairer and harder to manipulate. Repeated bias-spreading users are flagged, and their influence is reduced over time. The system also includes a crowdsourced emergency verification feature where nearby users can quickly confirm or deny real-time alerts or emergency reports, preventing panic and misinformation during crises.

By combining AI-based content analysis with a reputation-driven voting approach, this system encourages responsible digital behavior and builds a trustworthy environment for information sharing. It can be integrated into social platforms, news forums, or community apps, ultimately helping users make better, fact-driven decisions.
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