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## Chapter 2 Estimation

## Problem 1

*The dataset teengamb concerns a study of teenage gambling in Britain. Fit a regression model with the expenditure on gambling as the response and the sex, status, income and verbal score as predictors. Present the output.*

data(teengamb)  
head(teengamb)

## sex status income verbal gamble  
## 1 1 51 2.00 8 0.0  
## 2 1 28 2.50 8 0.0  
## 3 1 37 2.00 6 0.0  
## 4 1 28 7.00 4 7.3  
## 5 1 65 2.00 8 19.6  
## 6 1 61 3.47 6 0.1

tg\_lm <- lm(gamble ~ sex + status + income + verbal, data = teengamb)  
tg\_lms <- summary(tg\_lm)  
print(tg\_lms)

##   
## Call:  
## lm(formula = gamble ~ sex + status + income + verbal, data = teengamb)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -51.082 -11.320 -1.451 9.452 94.252   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 22.55565 17.19680 1.312 0.1968   
## sex -22.11833 8.21111 -2.694 0.0101 \*   
## status 0.05223 0.28111 0.186 0.8535   
## income 4.96198 1.02539 4.839 1.79e-05 \*\*\*  
## verbal -2.95949 2.17215 -1.362 0.1803   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 22.69 on 42 degrees of freedom  
## Multiple R-squared: 0.5267, Adjusted R-squared: 0.4816   
## F-statistic: 11.69 on 4 and 42 DF, p-value: 1.815e-06

### (a) What percentage of variation in the response is explained by these predictors?

전체 제곱합(SST)에서 회귀 제곱합(SSR)이 설명하는 비중, 즉 모형의 설명력은 결정 계수 R2 이다. 위 Summary 에서와 같이 동 모형의 결정계수 **Multiple R-squared = 0.5267** 이다.

var\_ex <- data.frame(Var\_explained = tg\_lms$r.squared)  
var\_ex %>% gt() %>%   
 fmt\_percent(columns = vars(Var\_explained),  
 decimals = 2)

Var\_explained

52.67%

### (b) Which observation has the largest (positive) residual? Give the case number.

회귀모형의 residuals 를 데이터프레임으로 변환하여 잔차값 기준으로 내림차순 정렬을 시행해 largest residual의 case number를 추출한 결과, **해당 case number는 24** 이다.

res <- data.frame(case\_no = c(1:47), residual = tg\_lm$residuals)  
res %>%   
 arrange(desc(residual)) %>%   
 slice(1) %>%   
 gt()

case\_no

residual

24

94.25222

### (c) Compute the mean and median of the residuals.

.

res %>%   
 summarise(mean = mean(residual), median = median(residual)) %>%   
 gt()

mean

median

-3.065293e-17

-1.451392

### (d) Compute the correlation of the residuals with the fitted values.

.

data.frame(correlation = cor(tg\_lm$residuals, tg\_lm$fitted.values)) %>%   
 gt()

correlation

-1.070659e-16

### (e) Compute the correlation of the residuals with the income.

.

data.frame(correlation = cor(teengamb$income, tg\_lm$fitted.values)) %>%   
 gt()

correlation

0.857142

### (f) For all other predictors held constant, what would be the difference in predicted expenditure on gambling for a male compared to a female?

.

data.frame(Gender\_coef = tg\_lm$coefficients["sex"]) %>%   
 gt()

Gender\_coef

-22.11833

## Chapter 3 Interference

## Problem 1

*For the prostate data, fit a model with lpsa as the response and the other variables as predictors.*

data(prostate)  
head(prostate)

## lcavol lweight age lbph svi lcp gleason pgg45 lpsa  
## 1 -0.5798185 2.7695 50 -1.386294 0 -1.38629 6 0 -0.43078  
## 2 -0.9942523 3.3196 58 -1.386294 0 -1.38629 6 0 -0.16252  
## 3 -0.5108256 2.6912 74 -1.386294 0 -1.38629 7 20 -0.16252  
## 4 -1.2039728 3.2828 58 -1.386294 0 -1.38629 6 0 -0.16252  
## 5 0.7514161 3.4324 62 -1.386294 0 -1.38629 6 0 0.37156  
## 6 -1.0498221 3.2288 50 -1.386294 0 -1.38629 6 0 0.76547

ps\_lm <- lm(lpsa ~ lcavol + lweight + age + lbph + svi + lcp + gleason + pgg45, data = prostate)  
ps\_lms <- summary(ps\_lm)  
ps\_lms

##   
## Call:  
## lm(formula = lpsa ~ lcavol + lweight + age + lbph + svi + lcp +   
## gleason + pgg45, data = prostate)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.7331 -0.3713 -0.0170 0.4141 1.6381   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 0.669337 1.296387 0.516 0.60693   
## lcavol 0.587022 0.087920 6.677 2.11e-09 \*\*\*  
## lweight 0.454467 0.170012 2.673 0.00896 \*\*   
## age -0.019637 0.011173 -1.758 0.08229 .   
## lbph 0.107054 0.058449 1.832 0.07040 .   
## svi 0.766157 0.244309 3.136 0.00233 \*\*   
## lcp -0.105474 0.091013 -1.159 0.24964   
## gleason 0.045142 0.157465 0.287 0.77503   
## pgg45 0.004525 0.004421 1.024 0.30886   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.7084 on 88 degrees of freedom  
## Multiple R-squared: 0.6548, Adjusted R-squared: 0.6234   
## F-statistic: 20.86 on 8 and 88 DF, p-value: < 2.2e-16

### (a) Compute 90 and 95% CIs for the parameter associated with age. Using just these intervals, what could we have deduced about the p-value for age in the regression summary?

/

confint(ps\_lm, parm = "age", level = 0.90)

## 5 % 95 %  
## age -0.0382102 -0.001064151

confint(ps\_lm, parm = "age", level = 0.95)

## 2.5 % 97.5 %  
## age -0.04184062 0.002566267

names(ps\_lms)

## [1] "call" "terms" "residuals" "coefficients"   
## [5] "aliased" "sigma" "df" "r.squared"   
## [9] "adj.r.squared" "fstatistic" "cov.unscaled"

ps\_lms$coefficients["age", "Pr(>|t|)"]

## [1] 0.08229321

### (b) Compute and display a 95% joint confidence region for the parameters associated with age and lbph. Plot the origin on this display. The location of the origin on the display tells us the outcome of a certain hypothesis test. State that test and its outcome.

/

library(ellipse)   
plot(ellipse(ps\_lm, c("age", "lbph")), type = "l")   
points(0, 0, pch = 1)   
abline(v = confint(ps\_lm)['age', ], lty = 2)   
abline(h = confint(ps\_lm)['lbph', ], lty = 2)

![](data:image/png;base64,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)

### (c) Suppose a new patient with the following values arrives:

`data.framelcavol lweight age Ibph svi lcp 1.44692 3.62301 65.00000 0.30010 0.00000 -0.79851 gleason pgg45 7.00000 15.00000

### Predict the lpsa for this patient along with an appropriate 95% CI.

/

new\_patient <- data.frame(  
 "lcavol" = 1.44692,  
 "lweight" = 3.62301,  
 "age" = 65.00000,  
 "lbph" = 0.30010,  
 "svi" = 0.00000,  
 "lcp" = -0.79851,  
 "gleason" = 7.00000,  
 "pgg45" = 15.00000  
)  
  
new\_patient

## lcavol lweight age lbph svi lcp gleason pgg45  
## 1 1.44692 3.62301 65 0.3001 0 -0.79851 7 15

predict(ps\_lm, newdata = new\_patient, interval = "prediction")

## fit lwr upr  
## 1 2.389053 0.9646584 3.813447

### (d) Repeat the last question for a patient with the same values except that he or she is age 20. Explain why the CI is wider.

/

new\_patient2 <- new\_patient  
new\_patient2[3] = 20  
rbind(new\_patient, new\_patient2)

## lcavol lweight age lbph svi lcp gleason pgg45  
## 1 1.44692 3.62301 65 0.3001 0 -0.79851 7 15  
## 2 1.44692 3.62301 20 0.3001 0 -0.79851 7 15

predict(ps\_lm, newdata = new\_patient2, interval = "prediction")

## fit lwr upr  
## 1 3.272726 1.538744 5.006707

ggplot(data = prostate, aes(x = age, y = ..density..)) +  
 geom\_histogram(bins = 10, fill = "steelblue", colour = "white") +  
 ggtitle(label = "Histogram of Age") +  
 theme(plot.title = element\_text(size = 15, hjust = 0.5, vjust = 1.5, face = "bold"))

![](data:image/png;base64,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)

### (e) In the text, we made a permutation test corresponding to the F-test for the significance of all the predictors. Execute the permutation test corresponding to the t-test for age in this model. (Hint: {summary (g) $coef [4,3] gets you the t-statistic you need if the model is called g.)

/

t\_value <- summary(ps\_lm) %>%   
 coef() %>%   
 .["age", "t value"]   
  
permute\_tmod <- function(nsims) {  
 map\_dbl(1:nsims,  
 ~ lm(sample(lpsa) ~ ., data = prostate) %>%  
 summary() %>%  
 coef() %>%  
 .["age", "t value"])   
}   
   
mean(abs(permute\_tmod(100)) > abs(t\_value))

## [1] 0.07

mean(abs(permute\_tmod(1000)) > abs(t\_value))

## [1] 0.083

mean(abs(permute\_tmod(10000)) > abs(t\_value))

## [1] 0.0823