实习报告

**标题：**语音与多模态实验室实习

**摘要：** 语音识别是当前一个比较热门的领域，任务是将语音信息通过语音识别的模型解码成文本信息。语音关键词检索是语音检索的一个子方向。从2017年7月7日开始至今，本人在电信院李明老师的实验室中学习语音识别和关键词检索，同时做一些工程，训练一些模型。期间主要使用Kaldi进行模型训练和关键词检索。
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**正文**

一、实践工作概况

在实习过程中的主要任务如下所述：

1. 使用Kaldi[1]进行语音识别系统的构建。Kaldi是语音识别当中非常常用的库，可以用于进行大规模连续语音识别模型的构建。语音识别系统由以下几个部分构成[2]：声学模型，语言模型，解码器。声学模型主要是计算对应从语音信号到音素的概率，而语言模型则是计算从音素信息到到文本的概率。解码器将前二者结合起来，构建HCLG[3]网络图。进行语音识别解码的时候就是在图中使用维特比[4]算法得出最近的一批结果，然后再在结果中挑选最合适的结果输出到文本。

构建声学模型首先需要对语音信号进行特征提取。一般而言，选择MFCC[5]作为语音的特征能够达到一个比较好的效果。构建声学模型的时候一般是针对基于上下文关联的音素进行建模，然后使用HMM[6]把不同的模型通过转移概率联系起来。训练声学模型，我们可以选择训练多高斯模型的参数，也可以训练选择深度神经网络的权重。后者的词错误率会更加低。

语言模型的构建我们使用n元语法[7]，即第n个出现的词只与前面n-1个词相关。一般而言，我们使用三元或者四元就能达到一个比较好的效果。

解码器的构建需要使用到WFST（加权有限状态转移）。它可以将语音识别的各个环节的模型结合起来，综合每一个部分的得分，得到最好的输出路径。解码器组成是HCLG，分别是HMM模型，上下文关联的音素，单词的音素组成，语言模型。使用者讲语音信号输入，就能都得到系统综合得分最高的结果。

2. 针对中国人说英语的模型

我们训练了针对中国人说英语的模型。数据集组成如下：115G语音数据作为训练集，5G语音数据作为测试集。参考Kaldi中实现的Librispeech的方法，我们自己写了脚本。Kaldi构建系统的流程如下：首先，对语音数据进行数据准备。训练一个好的模型需要大量数据，把数据全部放入内存是不现实的，所以我们需要构建一些索引，方便我们查找到语音数据以及其特征，这就是数据准备的一个好处。除此之外，还需要给声学模型准备单词列表和它们的音素组成，还需要给语言模型准备一些文本等等。数据准备完毕之后，就可以开始提取语音信号的MFCC特征，提取完特征之后再进行归一化处理，得到我们声学模型训练的材料。训练的过程是这样的，我们先使用传统的方法训练数据，得到一个初始的划分，最后再在当前语音划分的基础上进行进一步的训练。数据的添加需要慢慢进行，然后根据每一次训练的模型结果进行细节的调整。语言模型同样地，也需要训练。最后，利用生成的模型构建HCLG解码网络，然后再进行解码。后来我们又添加了新的Librispeech数据和Fisher数据，训练了一个更大的模型。

3. 关键词检索系统的构建

语音关键词检索的含义是，从一个语料库中寻找到我需要的词的位置的方法。给定一个词（以文字的形式），或者给一个语音片断之后，系统就找出该信息在语料库当中出现的位置。目前主流的方法是在大规模词表连续语音识别系统[8]的基础上构建的，然后构建WFST索引，最后找出关键词的位置。大规模词表连续语音识别系统在识别语音的时候会生成网格[9]，然后在网格中寻找最优路径，这个最优路径就是语音识别的结果。但是，这个识别出来的结果只是一个最优的结果，有时候关键词可能就潜藏在其他可能的路径上。为了把这些潜藏的结果也找出来，我们就要在网格上进行检索。关键词检索是序列中寻找词的过程。序列到结果的问题可以引入WFST[10]。我们可以构建一个索引，将结果的后验概率值，词的时间起点，词的时间终点，三个信息放在权重上。这个转移上的符号称之为时间因子。最后，我们将要检索的关键词合并到索引当中然后进行优化，排序，就能够找到关键词的相应位置和权重值。

Kaldi中关于关键词检索的实现基本原理就是上面的内容，在这里，我根据Kaldi中的Babel系统，写了脚本进行检索。

完成这些任务的意义要从两个方面来阐述，从实际应用的角度，我们的模型可以应用在英语教育之上，而更大的意义在于自身学习，自我提高上。完成这些任务对于今后个人的发展也会有好处。

二、工作方法与实施步骤

在实践中我的实施步骤如下：

1. 通过课件和网络资料进行基础知识的学习。

熟练使用Kaldi需要对Kaldi的搭建方法有足够的了解，这要求使用者掌握基本的语音识别知识和Linux脚本的编写能力。语音识别的基础知识，我重点看了老师的课件以及网上相关的博客进行学习。Linux主要看awk，sed，perl相关的知识点。

1. 进行实际操作，训练语音识别模型。

语音的相关实践主要集中在对Kaldi的使用上。学习Kaldi可以先从最基础的tidigits系统开始，先了解语音识别基础系统的结构。然后，通过wsj和librispeech系统，了解如何用神经网络训练大量语音数据。深入学习了这几个系统之后，我尝试跑通hkust系统。

之后，就是进行正式的模型训练了。我们编写脚本，对中国人说英语的数据进行了处理及训练。后面，我们又添加入了Librispeech和fisher的数据。

1. 深入关键词检索，开始看一些论文。

从十一月份开始，我转向语音关键词检索的学习。我通过论文了解该领域的常用方法，学习相关的基本步骤。了解了基本方法之后，我开始学习Kaldi中的Babel脚本，进行关键词检索系统的搭建。我主要在两个系统上进行关键词检索。一个系统是使用Cantonese数据训练的系统，另一个系统使用的是CVTE的开源模型。

工作效果

1. **语音识别模型**

我在实验室实践期间和小组的其他成员一起训练了一些模型，下面对模型的效果进行一个简单的总结和统计。如下：

|  |  |  |
| --- | --- | --- |
| 模型 | 传统方法 | 神经网络 |
| hkust | 48.23% | 29.24% |

（中文模型）

|  |  |  |
| --- | --- | --- |
| 模型 | Chinglish测试集 | Librispeech测试集 |
| Chinglish | 21.01% | / |
| Chinglish + Librispeech  （传统方法） | 28.91% | 9.89% |
| Chinglish + Librispeech  （神经网络） | 15.31% | 4.44% |

（英语模型）

1. **关键词检索**

关键词检索的系统我在两个模型的基础上跑通过，一个是Babel系统使用的Cantonese数据自己训练的模型，另一个是CVTE的模型。其次，我还尝试在基于音素的网格上进行检索，也尝试过检索集外词[11]。总体效果总结如下：

|  |  |  |  |
| --- | --- | --- | --- |
| 系统 | Cantonese nnet2 | Cantonese Chain | CVTE模型 |
| CER | 58.63% | 48.63% | 7.07% |
| EER | 35.2% | 28.8% | 1.1% |

1. **关键词检索理论**

看了一些关键词检索领域的论文，并且在实验室的分享会上和大家分享了有关WFST和关键词检索领域的相关知识。

总结

最后的总结主要从两个方面来说，一个方面是技术层面，另一个是工作经历，个人成长层面。

首先，从技术层面来说，我入门了语音识别和关键词检索领域。这个领域当前变化非常快，需要不断更新，学习。但这之前，对语音识别，关键词，机器学习等的基础知识还是需要牢固地掌握。在实验室期间，在老师和师兄，同学的帮助下，我也开始接触了一些科研，论文的相关的东西。在这个方向上，我还需要多多学习。除此之外，计算机基本的工具的掌握也非常重要，这对于工作效率的提高也有很大的帮助。

这一段工作经历让我认识了很多人，也受到了老师，师兄和同学的很多关照和指引。有了他们的帮助，我能在未来的学习，工作中更好的前进。
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